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Ecological systems have a high complexity combined with stability and rich biodiversity. The analysis
of their properties uses a concept of mutualistic networks and provides a detailed understanding of
their features being linked to a high nestedness of these networks. Using the United Nations COMTRADE
database we show that a similar ecological analysis gives a valuable description of the world trade:
countries and trade products are analogous to plants and pollinators, and the whole trade network
is characterized by a high nestedness typical for ecological networks. Our approach provides new
mutualistic features of the world trade.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Ecological systems are characterized by high complexity and
biodiversity [1] linked to nonlinear dynamics and chaos emerging
in the process of their evolution [2,3]. The interactions between
species form a complex network whose properties can be analyzed
by the modern methods of scale-free networks [4–7]. An important
feature of ecological networks is that they are highly structured,
being very different from randomly interacting species [7,8]. Re-
cently it has been shown that the mutualistic networks between
plants and their pollinators [8–12] are characterized by high nest-
edness [13–16] which minimizes competition and increases bio-
diversity. It is argued [14] that such type of networks appear in
various social contexts such as garment industry [15] and banking
[17,18]. Here we apply a nestedness analysis to the world trade
network using the United Nations COMTRADE database [19] for
the years 1962–2009. Our analysis shows that countries and trade
products have relations similar to those of plants and pollinators
and that the world trade network is characterized by a high nest-
edness typical of ecosystems [14]. This provides new mutualistic
characteristics for the world trade.

2. Results

The mutualistic World Trade Network (WTN) is constructed on
the basis of the UN COMTRADE database [19] from the matrix

* Corresponding author.
E-mail address: ermann@tandar.cnea.gov.ar (L. Ermann).
URLs: http://www.tandar.cnea.gov.ar/~ermann (L. Ermann),

http://www.quantware.ups-tlse.fr/dima (D.L. Shepelyansky).

of trade transactions M p
c′,c expressed in USD for a given product

(commodity) p from country c to country c′ in a given year (from
1962 to 2009). For product classification we use 3-digit Standard
International Trade Classification (SITC) Rev. 1 with the number of
products N p = 182. All these products are described in [19] in the
commodity code document SITC Rev. 1. The number of countries
varies between Nc = 164 in 1962 and Nc = 227 in 2009. The im-
port and export trade matrices are defined as M(i)

p,c = ∑Nc
c′=1 M p

c,c′

and M(e)
p,c = ∑Nc

c′=1 M p
c′,c respectively. We use the dimensionless

matrix elements m(i) = M(i)/Mmax and m(e) = M(e)/Mmax where
for a given year Mmax = max{max[M(i)

p,c],max[M(e)
p,c]}. The distri-

bution of matrix elements m(i) , m(e) in the plane of indexes p
and c, ordered by the total amount of import/export in a de-
creasing order, is shown in Fig. 1 for years 1968 and 2008
(years 1978, 1988, 1998 are shown in Fig. S-1 of Supporting
Information (SI)). These figures show that globally the distribu-
tions of m(i) , m(e) remain stable in time especially in a view of
100 times growth of the total trade volume during the period
1962–2009. The fluctuations of m(e) are visibly larger compared
to m(i) case since certain products, e.g. petroleum, are exported
by only a few countries while it is imported by almost all coun-
tries.

To use the methods of ecological analysis we construct the mu-
tualistic network matrix for import Q (i) and export Q (e) whose
matrix elements take binary value 1 or 0 if corresponding ele-
ments m(i) and m(e) are respectively larger or smaller than a cer-
tain trade threshold value μ. The fraction ϕ of nonzero matrix ele-
ments varies smoothly in the range 10−6 � μ � 10−2 (see Fig. S-2
of SI) and the further analysis is not really sensitive to the ac-
tual μ value inside this broad range. Indeed, the variation of μ in

0375-9601/$ – see front matter © 2012 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physleta.2012.10.056



Author's personal copy

L. Ermann, D.L. Shepelyansky / Physics Letters A 377 (2013) 250–256 251

Fig. 1. Normalized import/export WTN matrix elements m(i) and m(e) shown on
left/right panels for years 1968 (bottom) and 2008 (top). Each panel represents the
dimensionless trade matrix elements m(i) = M(i)/Mmax and m(e) = M(e)/Mmax on
a thee-dimensional (3D) plot as a function of indexes of countries and products.
Here products/countries (p = 1, . . . , Np and c = 1, . . . , Nc ) are ordered in a decreas-
ing order of product/country total import or export in a given year. The color is
proportional to the amplitude of the matrix element changing from red (for ampli-
tude maximum) to blue (for zero amplitude). Each panel shows the 3D distribution
and its projection on 2D plane of countries–products in which the amplitude of
matrix elements is shown by the same color as in 3D. (For interpretation of the ref-
erences to color in this figure legend, the reader is referred to the web version of
this Letter.)

the range 10−5 � μ � 10−3 by two orders of magnitude produces
a rather restricted variation of ϕ only by a factor two.

It is important to note that in contrast to ecological sys-
tems [14] the world trade is described by a directed network
and hence we characterize the system by two mutualistic matri-
ces Q (i) and Q (e) corresponding to import and export. Using the
standard nestedness BINMATNEST algorithm [20] we determine
the nestedness parameter η of the WTN and the related nested-
ness temperature T = 100(1 −η). The algorithm reorders lines and
columns of a mutualistic matrix concentrating nonzero elements
as much as possible in the top-left corner and thus providing
information about the role of immigration and extinction in an
ecological system. A high level of nestedness and ordering can be
reached only for systems with low T . It is argued that the nested
architecture of real mutualistic networks increases their biodiver-
sity.

The nestedness matrices generated by the BINMATNEST al-
gorithm [20] are shown in Fig. 2 for ecology networks ARR1
(Npl = 84, Nanim = 101, ϕ = 0.043, T = 2.4) and WES (Npl = 207,
Nanim = 110, ϕ = 0.049, T = 3.2) from [12,21]. Using the same al-
gorithm we generate the nestedness matrices of WTN using the
mutualistic matrices for import Q (i) and export Q (e) for the WTN
in years 1968 and 2008 using a fixed typical threshold μ = 10−3

(see Fig. 2; the distributions for other μ values have a similar form
and are shown in Fig. S-3 of SI). As for ecological systems, for
the WTN data we also obtain rather small nestedness temperature
(T ≈ 6/8 for import/export in 1968 and T ≈ 4/8 in 2008 respec-
tively). These values are by a factor 9/4 of times smaller than the
corresponding T values for import/export from random generated
networks with the corresponding values of ϕ .

The detailed data for T in all years are shown in Fig. 3 and
the comparison with the data for random networks is given in
Figs. S-4–S-6 in SI. The data of Fig. 3 show that the value of T
changes by about 30–40% with variation of μ by a factor 1000. We
think that this is relatively small variation of T compared to enor-
mous variation of μ that confirms the stability and relevance of
ecological analysis and nestedness ordering. The nestedness tem-
perature T remains rather stable in time: in average there is 40%
drop of T from 1962 to 2000 and 20% growth from 2000 to 2009.
We attribute the growth in last decade to the globalization of
trade. Even if the nestedness temperature T may be sensitive to

Fig. 2. Nestedness matrices for the plant–animal mutualistic networks on top panels,
and for the WTN of countries–products on middle and bottom panels. Top-left and
top-right panels represent data of ARR1 and WES networks from [12,21]. The WTN
matrices are computed with the threshold μ = 10−3 and corresponding ϕ ≈ 0.2 for
years 1968 (bottom) and 2008 (middle) for import (left panels) and export (right
panels). Red and blue represent unit and zero elements respectively; only lines and
columns with nonzero elements are shown. The order of plants–animals, countries–
products is given by the nestedness algorithm [20], the perfect nestedness is shown
by green curves for the corresponding values of ϕ . (For interpretation of the refer-
ences to color in this figure legend, the reader is referred to the web version of this
Letter.)

Fig. 3. Nestedness temperature T as a function of years for the WTN for μ = 10−3

(curves), 10−4 (circles), 10−6 (squares); import and export data are shown in red
and blue. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this Letter.)
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Fig. 4. Top 20 EcoloRank countries as a function of years for the WTN import/export
on top/bottom panels. The ranking is given by the nestedness algorithm [20] for the
trade threshold μ = 10−3; each country is represented by its corresponding flag.
As an example, dashed lines show time evolution of the following countries: USA,
UK, Japan, China, Spain. (For interpretation of the references to color in this figure,
the reader is referred to the web version of this Letter.)

variation of ϕ the data of Figs. S-2 and S-6 show that in the main
range of 10−5 � μ � 10−3 the variation of ϕ and T remains rather
small. The comparison with the randomly generated networks also
shows that they have significantly larger T values compared to
the values found for the WTN (see also discussion of Figs. S-4–S-6
in SI).

The small value of nestedness temperature obtained for the
WTN confirms the validity of the ecological analysis of WTN
structure: trade products play the role of pollinators which pro-
duce exchange between world countries, which play the role of
plants. Like in ecology the WTN evolves to the state with very
low nestedness temperature that satisfies the ecological concept
of system stability appearing as a result of high network nested-
ness [14].

The nestedness algorithm [20] creates effective ecological rank-
ing (EcoloRanking) of all UN countries. The evolution of 20 top
ranks throughout the years is shown in Fig. 4 for import and
export. This ranking is quite different from the more commonly
applied ranking of countries by their total import/export monetary
trade volume [22] (see corresponding data in Fig. 5) or recently
proposed democratic ranking of WTN based on the Google matrix
analysis [23]. Indeed, in 2008 China is at the top rank for total
export volume but it is only at 5th position in EcoloRanking (see
Figs. 4, 5 and Table 1 in SI). In a similar way Japan moves down
from 4th to 17th position while the USA raises up from 3rd to 1st
rank.

The same nestedness algorithm generates not only the rank-
ing of countries but also the ranking of trade products for import
and export which is presented in Fig. 6. For comparison we also

Fig. 5. Top 20 countries as a function of years ranked by the total monetary trade
volume of the WTN in import/export on top/bottom panels respectively; each coun-
try is represented by its corresponding flag. Dashed lines show time evolution of
the same countries as in Fig. 4.

show there the standard ranking of products by their trade volume.
In Fig. 6 the color of symbol marks the 1st SITC digit described
in [19] and in Table 2 in SI.

3. Discussion

The origin of such a difference between EcoloRanking and trade
volume ranking of countries is related to the main idea of mu-
tualistic ranking in ecological systems: the nestedness ordering
stresses the importance of mutualistic pollinators (products for
WTN) which generate links and exchange between plants (coun-
tries for WTN). In this way generic products, which participate
in the trade between many countries, become of primary im-
portance even if their trade volume is not at the top lines of
import or export. In fact such mutualistic products glue the skele-
ton of the world trade while the nestedness concept allows to
rank them in order of their importance. The time evolution of
this EcoloRanking of products of WTN is shown in Fig. 6 for im-
port/export in comparison with the product ranking by the mon-
etary trade volume (since the trade matrix is diagonal in product
index the ranking of products in the latter case is the same for
import/export). The top and middle panels have dominate col-
ors corresponding to machinery (SITC 7; blue) and mineral fuels
(3; black) with a moderate contribution of chemicals (5; yellow)
and manufactured articles (8; cyan) and a small fraction of goods
classified by material (6; green). Even if the global structure of
product ranking by trade volume has certain similarities with
import EcoloRanking there are also important new elements. In-
deed, in 2008 the mutualistic significance of petroleum products
(SITC 332), machindus (machines for special industries 718) and
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Fig. 6. Top 10 ranks of trade products as a function of years for the WTN. Top panel:
ranking of products by monetary trade volume; middle/bottom panels: ranking is
given by the nestedness algorithm [20] for import/export with the trade threshold
μ = 10−3. Each product is shown by its own symbol with short name written for
years 1968, 2008; symbol color marks 1st SITC digit; SITC codes of products and
their names are given in Table 2 of SI. (For interpretation of the references to color
in this figure, the reader is referred to the web version of this Letter.)

medpharm (medical–pharmaceutic products 541) is much higher
compared to their volume ranking, while petroleum crude (331)
and office machines (714) have smaller mutualistic significance
compared to their volume ranking.

The new element of EcoloRanking is that it differentiates be-
tween import and export products while for trade volume they are
ranked in the same way. Indeed, the dominant colors for export
(Fig. 6, bottom panel) correspond to food (SITC 0; red) with con-
tribution of black (present in import) and crude materials (2; vi-
olet), followed by cyan (present in import) and more pronounced
presence of finnotclass (commodities/transactions not classified 9;
brown). EcoloRanking of export shows a clear decrease tendency of
dominance of SITC 0 and SITC 2 with time and increase of impor-
tance of SITC 3, 7. It is interesting to note that petroleum products
SITC 332 is very vulnerable in volume ranking due to significant
variations of petroleum prices but in EcoloRanking this product
keeps the stable top positions in all years showing its mutualistic
structural importance for the world trade. EcoloRanking of export
shows also importance of fish (SITC 031), clothing (SITC 841) and
fruits (SITC 051) which are placed on higher positions compared
to their volume ranking. At the same time roadvehic (SITC 732),
which are at top volume ranking, have relatively low ranking in
export since only a few countries dominate the production of road
vehicles.

It is interesting to note that in Fig. 6 petroleum crude is at the
top of trade volume ranking e.g. in 2008 (top panel) but it is ab-
sent in import EcoloRanking (middle panel) and it is only on 6th
position in export EcoloRanking (bottom panel). A similar feature
is visible for years 1968, 1978. On a first glance this looks surpris-
ing but in fact for mutualistic EcoloRanking it is important that

Fig. S-1. Same type of WTN matrix data as in Fig. 1 shown for years 1978, 1988,
1998 in panels from bottom to top respectively.

a given product is imported from top EcoloRank countries: this is
definitely not the case for petroleum crude which practically is not
produced inside top 10 import EcoloRank countries (the only ex-
ception is the USA, which however also does not export much).
Due to that reason this product has low mutualistic significance.

The mutualistic concept of product importance is at the origin
of significant difference of EcoloRanking of countries compared to
the usual trade volume ranking (see Figs. 4, 5). Indeed, in the latter
case China and Japan are at the dominant positions but their trade
is concentrated in specific products which mutualistic role is rela-
tively low. In contrast the USA, Germany and France keep top three
EcoloRank positions during almost 40 years clearly demonstrating
their mutualistic power and importance for the world trade.

In conclusion, our results show the universal features of eco-
logic ranking of complex networks with promising future applica-
tions to trade, finance and other areas.
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Appendix A. Supporting information

Here we present the Supporting Information (SI) for the main
part of the Letter, it includes Figs. S-1–S-6, Table 1, Table 2.

In Fig. S-1, in a complement to Fig. 1, we show the normal-
ized WTN matrix for import m(i) and export m(e) at additional
years 1978, 1988, 1998. As in Fig. 1 all products and countries are
ordered in a decreasing order of product (p = 1, . . . , N − p) and
country (c = 1, . . . , Nc) import (left panels) and export (right pan-
els) in a given year. These data show that the global distribution
remains stable in time: indeed, the global monetary trade volume
was increased by a factor 100 from year 1962 to 2008 (see e.g.
Fig. 5 in [20]) but the shape of the distribution remained essen-
tially the same.

The dependence of the fraction ϕ of nonzero elements of the
mutualistic matrices of import Q (i) and export Q (e) on the cutoff
threshold μ is shown in Fig. S-2. In the range of 10−6 � μ � 10−2

there is a smooth relatively weak variation of ϕ with μ.
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Fig. S-2. The fraction ϕ of nonzero matrix elements for the mutualistic network ma-
trices of import Q (i) and export Q (e) as a function of the cutoff trade threshold μ
for the normalized WTN matrices m(i) and m(e) for the year 2008; the red curve
shows the case of import while the blue curve shows the case of export network.
(For interpretation of the references to color in this figure legend, the reader is re-
ferred to the web version of this Letter.)

Fig. S-3. Same as in Fig. 2: nestedness matrix for the WTN data in 2008 shown
for the threshold values μ = 10−6,10−4,10−2 (from top to bottom); the perfect
nestedness is shown by green curves for the corresponding values of ϕ taken from
Fig. S-2. (For interpretation of the reference to color in this figure legend, the reader
is referred to the web version of this Letter.)

In Fig. S-3, in addition to Fig. 2, we show the nestedness ma-
trices of WTN at various values of the cutoff threshold μ. The
data at various μ values show that in all cases the nestedness
algorithm [17] correctly generates a matrix with nestedness struc-
ture.

The variation of the nestedness temperature T with time is
shown in Fig. 3 at several values of the trade threshold μ. These
data show that in average the value of T for export is higher than
for import. We attribute this to stronger fluctuations of matrix el-
ements of m(e) compared to those of m(i) that is well visible in
Figs. 1, S-1. As it is pointed in the main part, we attribute this

Fig. S-4. Nestedness temperature T for the model given by random generated net-
works; here T is computed with 500 random realizations of network for each year
using Np , Nc and ϕ of the corresponding WTN data in this year at μ = 10−3; im-
port/export data are shown by red/blue curves respectively. (For interpretation of
the references to color in this figure legend, the reader is referred to the web ver-
sion of this Letter.)

Fig. S-5. Histogram of temperatures for 500 random generated networks per year
(from 1962 to 2009). Top (bottom) panel represents import (export) data; here the
parameter values of Np , Nc and ϕ are as for the corresponding WTN years at μ =
10−3.

Fig. S-6. Nestedness temperature in the WTN for the year 2008 as a function of
threshold μ; import/export networks are shown by red/blue curves respectively.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this Letter.)

to the fact that e.g. only a few countries export petroleum crude
while the great majority of countries import this product.

In Fig. S-4 we show the nestedness temperature dependence
on time for the case of random generated networks which have
the same fraction of nonzero matrix elements ϕ as the WTN in
the given year and μ = 10−3. These data, compared with those
of Fig. 3, really demonstrate that the real WTN has values of T
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Table 1
Top 20 ranks of countries for import and export with ranking by the monetary trade volume and by the nestedness algorithm at two threshold values μ (year 2008).

Rank Import Export

Money μ = 10−3 μ = 10−2 Money μ = 10−3 μ = 10−2

1 USA USA USA China USA USA
2 Germany Germany Germany Germany Germany Germany
3 China Italy France USA France China
4 France France UK Japan Netherlands France
5 Japan Spain Italy France China Italy
6 UK Belgium Netherlands Netherlands Italy Netherlands
7 Netherlands Japan Belgium Italy UK Belgium
8 Italy UK Japan Russian Federation Belgium UK
9 Belgium Netherlands China UK Spain Japan

10 Canada China Spain Belgium Canada Spain
11 Spain Canada Canada Canada India Canada
12 Republic of Korea Mexico Russian Federation Republic of Korea Poland Switzerland
13 Russian Federation Republic of Korea Republic of Korea Mexico Sweden India
14 Mexico Russian Federation Switzerland Saudi Arabia Austria Republic of Korea
15 Singapore Poland Austria Singapore Brazil Poland
16 India Austria Poland Spain Australia Turkey
17 Poland Switzerland Sweden Malaysia Japan Czech Republic
18 Switzerland Turkey Mexico Brazil Russian Federation Austria
19 Turkey United Arab Emirates India India Denmark Thailand
20 Brazil Denmark Singapore Switzerland Thailand Denmark

Table 2
Product names for SITC Rev. 1 3-digit code used in Fig. 6.

Symbol Code Abbreviation Name

001 animals Live animals
031 fish Fish, fresh and simply preserved

051 fruits Fruit, fresh, and nuts excl. oil nuts

054 vegetables Vegetables, roots and tubers, fresh or dried
061 sugarhon Sugar and honey
071 coffee Coffee
081 feedanim Feed. stuff for animals excl. unmilled cereals
221 oilseeds Oil seeds, oil nuts and oil kernels
263 cotton Cotton

283 ores Ores and concentrates of non-ferrous base metals
331 petrolcrude Petroleum, crude and partly refined
332 petrolprod Petroleum products

341 gas Gas, natural and manufactured
512 orgchem Organic chemicals
541 medpharm Medicinal and pharmaceutical products

581 plasticmat Plastic materials, regenerated cellulose and resins

599 chemmat Chemical materials and products, n.e.s.
652 cottwoven Cotton fabrics, woven ex. narrow or spec. fabrics
653 ncottwov Textile fabrics, woven ex. narrow, spec., not cotton

667 pearlsprec Pearls and precious and semi precious stones

674 iron Universals, plates and sheets of iron or steel
682 copper Copper
711 nelecmach Power generating machinery, other than electric
714 offmach Office machines

718 machindus Machines for special industries

719 mapplpart Machinery and appliances non-electrical parts
722 elecmach Electric power machinery and switchgear
724 telecomm Telecommunications apparatus
729 oelecmach Other electrical machinery and apparatus
732 roadvehicles Road motor vehicles
735 ships Ships and boats
841 clothing Clothing except fur clothing
931 finnotclass Special transactions not class. accord. to kind

by a factor 5 (export) to 10 (import) smaller comparing to the
random networks. This confirms the nestedness structure of WTN
being similar to the case of ecology networks discussed in [12].
It is interesting to note that for random generated networks the
values of T for import are larger than for export while to the WTN
we have the opposite relation. The histogram of distribution of T
for random generated networks for all years 1962–2009 is shown

in Fig. S-5. Even minimal values of T remain several times larger
than the WTN values of T .

In Fig. S-6 we show the dependence of T on the trade thresh-
old μ for the WTN data in year 2008. We see that there is only
about 10–20% of variation of T for the range 10−5 � μ � 10−3.
Even for a much larger range 10−6 � μ � 10−2 the variation of T
remains smooth and remains in the bounds of 100%. This confirms
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the stability of nestedness temperature in respect to broad range
variations of μ. We present the majority of our data for μ = 10−3

which is approximately located in the flat range of T variation in
year 2008. The data of Table 1 for EcoloRanking of countries at
two different values of μ in year 2008 confirm the stability of this
nestedness ordering. At the same time larger values of μ stress the
importance of countries with a large trade volume, e.g. the position
of China in export goes up from rank 5 at μ = 10−3 to rank 3 at
μ = 10−2.

In Table 1 we present trade volume ranking and EcoloRanking
of top 20 countries for import/export of WTN in year 2008.

In Table 2 we give the notations and symbols for Fig. 6 with
corresponding SITC Rev. 1 codes and names. The list of all SITC
Rev. 1 codes is available at [16] (see file http://unstats.un.org/unsd/
tradekb/Attachment193.aspx). The colors of symbols in Fig. 4 mark
the first digit of SITC Rev. 1 code: 0 – red (Food and live animals);
1 – does not appear in Fig. 4 (Beverages and tobacco); 2 – vi-
olet (Crude materials, inedible, except fuels); 3 – black (Mineral
fuels, lubricants and related materials); 4 – does not appear in
Fig. 4 (Animal and vegetable oils and fats); 5 – yellow (Chemicals);
6 – green (Manufactured goods classified chiefly by material); 7 –
blue (Machinery and transport equipment); 8 – cyan (Miscella-
neous manufactured articles); 9 – brown (Commod. and transacts.
not class. accord. to kind).
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Introduction

Wikipedia, the online collaborative encyclopedia, is an amazing

example of human collaboration for knowledge description,

characterization and creation. Like the Library of Babel, described

by Jorge Luis Borges [1], Wikipedia goes to accumulate the whole

human knowledge. Since every behavioral ‘footprint’ (log) is

recorded and open to anyone, Wikipedia provides great oppor-

tunity to study various types of social aspects such as opinion

consensus [2,3], language complexity [4], and collaboration

structure [5–7]. A remarkable feature of Wikipedia is its existence

in various language editions. In a first approximation we can

attribute each language to an independent culture, leaving for

future refinements of cultures inside one language. Although

Wikipedia has a neutral point of view policy, cultural bias or

reflected cultural diversity is inevitable since knowledge and

knowledge description are also affected by culture like other

human behaviors [8–11]. Thus the cultural bias of contents [12]

becomes an important issue. Similarity features between various

Wikipedia editions has been discussed at [13]. However, the cross-

cultural difference between Wikipedia editions can be also a

valuable opportunity for a cross-cultural empirical study with

quantitative approach. Recent steps in this direction, done for

biographical networks of Wikipedia, have been reported in [14].

Here we address the question of how importance (ranking) of an

article in Wikipedia depends on cultural diversity. In particular, we

consider articles about persons. For instance, is an important

person in English Wikipedia is also important in Korean

Wikipedia? How about French? Since Wikipedia is the product

of collective intelligence, the ranking of articles about persons is a

collective evaluation of the persons by Wikipedia users. For the

ranking of Wikipedia articles we use PageRank algorithm of Brin

and Page [15], CheiRank and 2Drank algorithms used in [16–18],

which allow to characterize the information flows with incoming

and outgoing links. We also analyze the distribution of top ranked

persons over main human activities attributed to politics, science,

art, religion, sport, etc (all others), extending the approach

developed in [17,19] to multiple cultures (languages). The

comparison of different cultures shows that they have distinct

dominance of these activities.

We attribute belongings of top ranked persons at each

Wikipedia language to different cultures (native languages) and

in this way construct the network of cultures. The Google matrix

analysis of this network allows us to find interconnections and

entanglement of cultures. We believe that our computational and

statistical analysis of large-scale Wikipedia networks, combined

with comparative distinctions of different languages, generates

novel insights on cultural diversity.

Methods

We consider Wikipedia as a network of articles. Each article

corresponds to a node of the network and hyperlinks between

articles correspond to links of the network. For a given network,

we can define adjacency matrix Aij . If there is a link (one or more

quotations) from node (article) j to node (article) i then Aij~1,

otherwise, Aij~0. The out-degree kout(j) is the number of links

from node j to other nodes and the in-degree kin(j) is the number

of links to node j from other nodes.
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Google matrix
The matrix Sij of Markov chain transitions is constructed from

adjacency matrix Aij by normalizing sum of elements of each

column to unity (Sij~Aij=
P

i Aij ,
P

i Sij~1) and replacing

columns with only zero elements ( dangling nodes) by 1=N, with N
being the matrix size. Then the Google matrix of this directed

network has the form [15,20]:

Gij~aSijz(1{a)=N: ð1Þ

In the WWW context the damping parameter a describes the

probability (1{a) to jump to any article (node) for a random

walker. The matrix G belongs to the class of Perron-Frobenius

operators, it naturally appears in dynamical systems [21]. The

right eigenvector at l~1, which is called the PageRank, has real

non-negative elements P(i) and gives a probability P(i) to find a

random walker at site i. It is possible to rank all nodes in a

decreasing order of PageRank probability P(K(i)) so that the

PageRank index K(i) sorts all N nodes i according their ranks. For

large size networks the PageRank vector and several other

eigenvectors can be numerically obtained using the powerful

Arnoldi algorithm as described in [22]. The PageRank vector can

be also obtained by a simple iteration method [20]. Here, we use

here the standard value of a~0:85 [20].

To rank articles of Wikipedia, we use three ranking algorithms

based on network structure of Wikipedia articles. Detail descrip-

tion of these algorithms and their use for English Wikipedia

articles are given in [17–19,22].

PageRank algorithm
PageRank algorithm is originally introduced for Google web

search engine to rank web pages of the World Wide Web (WWW)

[15]. Currently PageRank is widely used to rank nodes of network

systems including scientific papers [23], social network services

[24] and even biological systems [25]. Here we briefly outline the

iteration method of PageRank computation. The PageRank vector

P(i,t) of a node i at iteration t in a network of N nodes is given by

P(i,t)~
X

j

Gij P(j,t{1) , P(i,t)

~(1{a)=Nza
X

j

Aij P(j,t{1)=kout(j):
ð2Þ

The stationary state P(i) of P(i,t) is the PageRank of node i.
More detail information about PageRank algorithm is described in

[20]. Ordering all nodes by their decreasing probability P(i) we

obtain the PageRank index K(i).

The essential idea of PageRank algorithm is to use a directed

link as a weighted ‘recommendation’. Like in academic citation

network, more cited nodes are considered to be more important.

In addition, recommendations by highly ranked articles are more

important. Therefore high PageRank nodes in the network have

many incoming links from other nodes or incoming links from

high PageRank nodes.

CheiRank algorithm
While the PageRank algorithm uses information of incoming

links to node i, CheiRank algorithm considers information of

outgoing links from node i [16–18]. Thus CheiRank is comple-

mentary to PageRank in order to rank nodes in directed networks.

The CheiRank vector P�(i,t) of a node at iteration time t is given

by

P�(i)~(1{a)=Nza
X

j

Aji P�(j)=kin(j) ð3Þ

We also point out that the CheiRank is the right eigenvector with

maximal eigenvalue l~1 satisfying the equation P�(i)~P
j G�ij P�(j), where the Google matrix G� is built for the network

with inverted directions of links via the standard definition of G

given above.

Like for PageRank, we consider the stationary state P�(i) of

P�(i,t) as the CheiRank probability of node i at a~0:85. High

CheiRank nodes in the network have a large out-degree. Ordering

all nodes by their decreasing probability P�(i) we obtain the

CheiRank index K�(i).
We note that PageRank and CheiRank naturally appear in the

world trade network corresponding to import and export in a

commercial exchange between countries [26].

The correlation between PageRank and CheiRank vectors can

be characterized by the correlator k [16–18] defined by

k~N
X

i

P(i) P�(i){1 ð4Þ

The value of correlator for each Wikipedia edition is represented

in Table 1. All correlators are positive and distributed in the

interval (1,8).

2DRank algorithm
With PageRank P(i) and CheiRank P�(i) probabilities, we can

assign PageRank ranking K(i) and CheiRank ranking K�(i) to

each article, respectively. From these two ranks, we can construct

2-dimensional plane of K and K�. The two dimensional ranking

K2 is defined by counting nodes in order of their appearance on

ribs of squares in (K ,K�) plane with the square size growing from

K~1 to K~N [17]. A direct detailed illustration and description

of this algorithm is given in [17]. Briefly, nodes with high

PageRank and CheiRank both get high 2DRank ranking.

Table 1. Considered Wikipedia networks from language
editions: English (EN), French (FR), German (DE), Italian (IT),
Spanish (ES), Dutch (NL), Russian (RU), Hungarian (HU), Korean
(KO).

Edition NA NL k Date

EN 3920628 92878869 3.905562 Mar. 2012

FR 1224791 30717338 3.411864 Feb. 2012

DE 1396293 32932343 3.342059 Mar. 2012

IT 917626 22715046 7.953106 Mar. 2012

ES 873149 20410260 3.443931 Feb. 2012

NL 1034912 14642629 7.801457 Feb. 2012

RU 830898 17737815 2.881896 Feb. 2012

HU 217520 5067189 2.638393 Feb. 2012

KO 323461 4209691 1.084982 Feb. 2012

Here NA is number of articles, NL is number of hyperlinks between articles, k is
the correlator between PageRank and CheiRank. Date represents the time in
which data are collected.
doi:10.1371/journal.pone.0074554.t001

Entanglement of Cultures via Wikipedia Ranking
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Figure 1. PageRank probability P(K) as function of PageRank index K (a) and CheiRank probability P�(K�) as function of CheiRank
index K� (b). For a better visualization each PageRank P and CheiRank P� curve is shifted down by a factor 100 (EN), 101 (FR), 102 (DE), 103 (IT), 104

(ES), 105 (NL), 106 (RU), 107 (HU), 108 (KO).
doi:10.1371/journal.pone.0074554.g001

Figure 2. Density of Wikipedia articles in the PageRank ranking K versus CheiRank ranking K� plane for each Wikipedia edition. The
red points are top PageRank articles of persons, the green points are top 2DRank articles of persons and the cyan points are top CheiRank articles of
persons. Panels show: English (top-left), French (top-center), German (top-right), Italian (middle-left), Spanish (middle-center), Dutch (middle-left),
Russian (bottom-left), Hungarian (bottom-center), Korean (bottom-right). Color bars shown natural logarithm of density, changing from minimal
nonzero density (dark) to maximal one (white), zero density is shown by black.
doi:10.1371/journal.pone.0074554.g002
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Data Description

We consider 9 editions of Wikipedia including English (EN),

French (FR), German (DE), Italian (IT), Spanish (ES), Dutch (NL),

Russian (RU), Hungarian (HU) and Korean (KO). Since

Wikipedia has various language editions and language is a most

fundamental part of culture, the cross-edition study of Wikipedia

can give us insight on cultural diversity. The overview summary of

parameters of each Wikipedia is represented in Table 1.

The corresponding networks of these 9 editions are collected

and kindly provided to us by S.Vigna from LAW, Univ. of Milano.

The first 7 editions in the above list represent mostly spoken

European languages (except Polish). Hungarian and Korean are

additional editions representing languages of not very large

population on European and Asian scales respectively. They

allow us to see interactions not only between large cultures but also

to see links on a small scale. The KO and RU editions allow us to

compare views from European and Asian continents. We also note

that in part these 9 editions reflect the languages present in the EC

NADINE collaboration.

We understand that the present selection of Wikipedia editions

does represent a complete view of all 250 languages present at

Wikipedia. However, we think that this selection allows us to

perform the quantitative statistical analysis of interactions between

cultures making a first step in this direction.

To analyze these interactions we select the fist top 30 persons (or

articles about persons) appearing in the top ranking list of each of 9

editions for 3 ranking algorithms of PageRank, CheiRank and

2DRank. We select these 30 persons manually analyzing each list.

We attribute each of 30 persons to one of 6 fields of human

activity: politics, science, art, religion, sport, and etc (here ‘‘etc’’

includes all other activities). In addition we attribute each person

to one of 9 selected languages or cultures. We place persons

belonging to other languages inside the additional culture WR

(world) (e.g. Plato). Usually a belonging of a person to activity field

Table 2. Example of list of top 10 persons by PageRank for
English Wikipedia with their field of activity and native
language.

REN,PageRank Person Field Culture Locality

1 Napoleon Politics FR Non-local

2 Carl Linnaeus Science WR Non-local

3 George W. Bush Politics EN Local

4 Barack Obama Politics EN Local

5 Elizabeth II Politics EN Local

6 Jesus Religion WR Non-local

7 William Shakespeare Art EN Local

8 Aristotle Science WR Non-local

9 Adolf Hitler Politics DE Non-local

10 Bill Clinton Politics EN Local

doi:10.1371/journal.pone.0074554.t002

Figure 3. Distribution of top 30 persons in each rank over activity fields for each Wikipedia edition. Panels correspond to (a) PageRank,
(b) 2DRank, (3) CheiRank. The color bar shows the values in percents.
doi:10.1371/journal.pone.0074554.g003

Figure 4. Distributions of top 30 persons over different cultures corresponding to Wikipedia editions, ‘‘WR’’ category represents all
other cultures which do not belong to considered 9 Wikipedia editions. Panels show ranking by (a) PageRank, (b) 2DRank, (3) CheiRank. The
color bar shows the values in percents.
doi:10.1371/journal.pone.0074554.g004
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and language is taken from the English Wikipedia article about

this person. If there is no such English Wikipedia article then we

use an article of a Wikipedia edition language which is native for

such a person. Usually there is no ambiguity in the distribution

over activities and languages. Thus Christopher Columbus is

attributed to IT culture and activity field etc, since English

Wikipedia describes him as ‘‘italian explorer, navigator, and

colonizer’’. By our definition politics includes politicians (e.g.

Barak Obama), emperors (e.g. Julius Caesar), kings (e.g.

Charlemagne). Arts includes writers (e.g. William Shakespeare),

singers (e.g. Frank Sinatra), painters (Leonardo da Vinci),

architects, artists, film makers (e.g. Steven Spielberg). Science

includes physicists, philosophers (e.g. Plato), biologists, mathema-

ticians and others. Religion includes such persons as Jesus, Pope

John Paul II. Sport includes sportsmen (e.g. Roger Federer). All

other activities are placed in activity etc (e.g. Christopher

Columbus, Yuri Gagarin). Each person belongs only to one

language and one activity field. There are only a few cases which

can be questioned, e.g. Charles V, Holy Roman Emperor who is

attributed to ES language since from early long times he was the

king of Spain. All listings of person distributions over the above

categories are presented at the web page given at Supporting

Information (SI) file and in 27 tables given in File S1.

Unfortunately, we were obliged to construct these distributions

manually following each person individually at the Wikipedia

ranking listings. Due to that we restricted our analysis only to top

30 persons. We think that this number is sufficiently large so that

the statistical fluctuations do not generate significant changes.

Indeed, we find that our EN distribution over field activities is

close to the one obtained for 100 top persons of English Wikipedia

dated by Aug 2009 [17].

To perform additional tests we use the database of about

250000 person names in English, Italian and Dutch from the

research work [14] provided to us by P.Aragón and A.Kalten-

brunner. Using this database we were able to use computerized

(automatic) selection of top 100 persons from the ranking lists and

to compare their distributions over activities and languages with

our case of 30 persons. The comparison is presented in figures

S1,S2,S3 in File S1. For these 3 cultures we find that our top 30

persons data are statistically stable even if the fluctuations are

larger for CheiRank lists. This is in an agreement with the fact that

the CheiRank probabilities. related to the outgoing links, are more

fluctuating (see discussion at [19]).

Of course, it would be interesting to extend the computerized

analysis of personalities to a larger number of top persons and

larger number of languages. However, the database of persons in

various languages still should be cleaned and checked and also

attribution of persons to various activities and languages still

requires a significant amount of work. Due to that we present here

our analysis only for 30 top persons. But we note that by itself it

represents an interesting case study since here we have the most

important persons for each ranking. May be the top 1000 persons

would be statistically more stable but clearly a person at position

30 is more important than a one at position 1000. Thus we think

that the top 30 persons already give an interesting information on

links and interactions between cultures. This information can be

used in future more extended studies of a larger number of persons

and languages.

Finally we note that the language is the primary element of

culture even if, of course, culture is not reduced only to language.

In this analysis we use in a first approximation an equivalence

between language and culture leaving for future studies the

refinement of this link which is of course much more complex. In

this approximation we consider that a person like Mahatma

Gandhi belongs to EN culture since English is the official language

of India. A more advanced study should take into account Hindi

Table 3. PageRank contribution per link and in-degree of
PageRank local and non-local heroes i for each edition.

Edition NLocal ½P(j)=k(j)out�L ½P(j)=k(j)out�NL ½k(L)in� ½k(NL)in�

EN 16 1:43|10{8 v 2:18|10{8 5:3|103 w 3:1|103

FR 15 3:88|10{8
v 5:69|10{8 2:6|103

w 2:0|103

DE 14 3:48|10{8
v 4:29|10{8 2:6|103

w 2:1|103

IT 11 7:00|10{8
v 7:21|10{8 1:9|103

w 1:5|103

ES 4 5:44|10{8 v 8:58|10{8 2:2|103 w 1:2|103

NL 2 7:77|10{8 v 14:4|10{8 1:0|103 w 6:7|102

RU 18 6:67|10{8 v 10:2|10{8 1:7|103 w 1:5|103

HU 12 21:1|10{8 v 32:3|10{8 8:1|102 w 5:3|102

KO 17 16:6|10{8 v 35:5|10{8 4:7|102 w 2:3|102

½P(j)=k(j)out�L and ½P(j)=k(j)out�NL are median PageRank contribution of a local

hero L and non-local hero NL by a article j which cites local heroes L and non-
local heroes NL respectively. ½k(L)in� and ½k(NL)in� are median number of in-
degree k(L)in and k(NL)in of local hero L and non-local hero NL, respectively.
NLocal is number local heroes in given edition.
doi:10.1371/journal.pone.0074554.t003

Table 4. List of local heroes by PageRank for each Wikipedia edition.

Edition 1st 2nd 3rd

EN George W. Bush Barack Obama Elizabeth II

FR Napoleon Louis XIV of France Charles de Gaulle

DE Adolf Hitler Martin Luther Immanuel Kant

IT Augustus Dante Alighieri Julius Caesar

ES Charles V, Holy Roman Emperor Philip II of Spain Francisco Franco

NL William I of the Netherlands Beatrix of the Netherlands William the Silent

RU Peter the Great Joseph Stalin Alexander Pushkin

HU Matthias Corvinus Szentágothai János Stephen I of Hungary

KO Gojong of the Korean Empire Sejong the Great Park Chung-hee

All names are represented by article titles in English Wikipedia. Here ‘‘William the Silent’’ is the third local hero in Dutch Wikipedia but he is out of top 30 persons.
doi:10.1371/journal.pone.0074554.t004
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Wikipedia edition and attribute this person to this edition.

Definitely our statistical study is only a first step in Wikipedia

based statistical analysis of network of cultures and their

interactions.

We note that any person from our top 30 ranking belongs only

to one activity field and one culture. We also define local heros as

those who in a given language edition are attributed to this

language, and non-local heros as those who belong in a given

edition to other languages. We use category WR (world) where we

Table 5. List of local heroes by CheiRank for each Wikipedia edition.

Edition 1st 2nd 3rd

EN C. H. Vijayashankar Matt Kelley William Shakespeare (inventor)

FR Jacques Davy Duperron Jean Baptiste Eblé Marie-Magdeleine Aymé de La Chevrelière

DE Harry Pepl Marc Zwiebler Eugen Richter

IT Nduccio Vincenzo Olivieri Mina (singer)

ES Che Guevara Arturo Mercado Francisco Goya

NL Hans Renders Julian Jenner Marten Toonder

RU Aleksander Vladimirovich Sotnik Aleksei Aleksandrovich Bobrinsky Boris Grebenshchikov

HU Csernus Imre Kati Kovács Pléh Csaba

KO Lee Jong-wook (baseball) Kim Dae-jung Kim Kyu-sik

All names are represented by article titles in English Wikipedia.
doi:10.1371/journal.pone.0074554.t005

Table 6. List of local heroes by 2DRank for each Wikipedia edition.

Edition 1st 2nd 3rd

EN Frank Sinatra Paul McCartney Michael Jackson

FR François Mitterrand Jacques Chirac Honoré de Balzac

DE Adolf Hitler Otto von Bismarck Ludwig van Beethoven

IT Giusppe Garibaldi Raphael Benito Mussolini

ES Simón Bolı́var Francisco Goya Fidel Castro

NL Albert II of Belgium Johan Cruyff Rembrandt

RU Dmitri Mendeleev Peter the Great Yaroslav the Wise

HU Stephen I of Hungary Sándor Petöfi Franz Liszt

KO Gojong of the Korean Empire Sejong the Great Park Chung-hee

All names are represented by article titles in English Wikipedia.
doi:10.1371/journal.pone.0074554.t006

Table 7. List of global heroes by PageRank and 2DRank for all 9 Wikipedia editions.

Rank PageRank global heroes HPR NA 2DRank global heroes H2D NA

1st Napoleon 259 9 Micheal Jackson 119 5

2nd Jesus 239 9 Adolf Hitler 93 6

3rd Carl Linnaeus 235 8 Julius Caesar 85 5

4th Aristotle 228 9 Pope Benedict XVI 80 4

5th Adolf Hitler 200 9 Wolfgang Amadeus Mozart 75 5

6th Julius Caesar 161 8 Pope John Paul II 71 4

7th Plato 119 6 Ludwig van Beethoven 69 4

8th Charlemagne 111 8 Bob Dylan 66 4

9th William Shakespeare 110 7 William Shakespeare 57 3

10th Pope John Paul II 108 6 Alexander the Great 56 3

All names are represented by article titles in English Wikipedia. Here, HA is the ranking score of the algorithm A (5); NA is the number of appearances of a given person
in the top 30 rank for all editions.
doi:10.1371/journal.pone.0074554.t007
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place persons who do not belong to any of our 9 languages (e.g.

Pope John Paul II belongs to WR since his native language is

Polish).

Results

We investigate ranking structure of articles and identify global

properties of PageRank and CheiRank vectors. The detailed

analysis is done for top 30 persons obtained from the global list of

ranked articles for each of 9 languages. The distinctions and

common characteristics of cultures are analyzed by attributing top

30 persons in each language to human activities listed above and

to their native language.

General ranking structure
We calculate PageRank and CheiRank probabilities and

indexes for all networks of considered Wikipedia editions. The

PageRank and CheiRank probabilities as functions of ranking

indexes are shown in Fig. 1. The decay is compatible with an

approximate algebraic decrease of a type P*1=Kb, P�*1
�

K�b

with b*1 for PageRank and b*0:6 for CheiRank. These values

are similar to those found for the English Wikipedia of 2009 [17].

The difference of b values originates from asymmetric nature

between in-degree and out-degree distributions, since PageRank is

based on incoming edges while CheiRank is based on outgoing

edges. In-degree distribution of Wikipedia editions is broader than

out-degree distribution of the same edition. Indeed, the CheiRank

probability is proportional to frequency of outgoing links which

has a more rapid decay compared to incoming one (see discussion

in [17]). The PageRank (CheiRank) probability distributions are

similar for all editions. However, the fluctuations of P� are

stronger that is related to stronger fluctuations of outgoing edges

[19].

The top article of PageRank is usually USA or the name of

country of a given language (FR, RU, KO). For NL we have at the

top beetle, species, France. The top articles of CheiRank are various

listings.

Figure 5. Network of cultures obtained from 9 Wikipedia languages and the remaining world (WR) selecting 30 top persons of
PageRank (a) and 2DRank (b) in each culture. The link width and darkness are proportional to a number of foreign persons quoted in top 30 of
a given culture, the link direction goes from a given culture to cultures of quoted foreign persons, quotations inside cultures are not considered. The
size of nodes is proportional to their PageRank.
doi:10.1371/journal.pone.0074554.g005

Figure 6. Google matrix of network of cultures from Fig. 5, shown respectively for panels (a),(b). The matrix elements Gij are shown by
color at the damping factor a~0:85, index j is chosen as the PageRank index K of PageRank vector so that the top cultures with K~K ’~1 are
located at the top left corner of the matrix.
doi:10.1371/journal.pone.0074554.g006
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Since each article has its PageRank ranking K and CheiRank

ranking K�, we can assign two dimensional coordinates to all the

articles. Fig. 2 shows the density of articles in the two dimensional

plane (K ,K�) for each Wikipedia edition. The density is computed

for 100|100 logarithmically equidistant cells which cover the

whole plane (K ,K�). The density plot represents the locations of

articles in the plane. We can observe high density of articles

around line K~K�zconst that indicates the positive correlation

between PageRank and CheiRank. However, there are only a few

articles within the region of top both PageRank and CheiRank

indexes. We also observe the tendency that while high PageRank

articles (Kv100) have intermediate CheiRank (102
vK�v104),

high CheiRank articles (K�v100) have broad PageRank rank

values.

Ranking of articles for persons
We choose top 30 articles about persons for each edition and

each ranking. In Fig. 2, they are shown by red circles (PageRank),

green squares (2DRank) and cyan triangles (CheiRank). We assign

local ranking RE,A (1 . . . 30) to each person in the list of top 30

persons for each edition E and ranking algorithm A. An example

of E~EN and A~PageRank are given in Table 2.

From the lists of top persons, we identify the ‘‘fields’’ of activity

for each top 30 rank person in which he/she is active on. We

categorize six activity fields - politics, art, science, religion, sport

and etc (here ‘‘etc’’ includes all other activities). As shown in Fig. 3,

for PageRank, politics is dominant and science is secondarily

dominant. The only exception is Dutch where science is the almost

dominant activity field (politics has the same number of points). In

case of 2DRank, art becomes dominant and politics is secondarily

dominant. In case of CheiRank, art and sport are dominant fields.

Thus for example, in CheiRank top 30 list we find astronomers

who discovered a lot of asteroids, e.g. Karl Wilhelm Reinmuth

(4th position in RU and 7th in DE), who was a prolific discoverer

of about 400 of them. As a result, his article contains a long listing

of asteroids discovered by him giving him a high CheiRank.

The change of activity priority for different ranks is due to the

different balance between incoming and outgoing links there.

Usually the politicians are well known for a broad public, hence,

the articles about politicians are pointed by many articles.

However, the articles about politician are not very communicative

since they rarely point to other articles. In contrast, articles about

persons in other fields like science, art and sport are more

communicative because of listings of insects, planets, asteroids they

discovered, or listings of song albums or sport competitions they

gain.

Next we investigate distributions over ‘‘cultures’’ to which

persons belong. We determined the culture of person based on the

language the person mainly used (mainly native language). We

consider 10 culture categories - EN, FR, DE, IT, ES, NL, RU,

HU, KO and WR. Here ‘‘WR’’ category represents all other

cultures which do not belong to considered 9 Wikipedia editions.

Figure 7. Dependence of probabilities of PageRank P (red) and CheiRank P� (blue) on corresponding indexes K and K�. The
probabilities are obtained from the network and Google matrix of cultures shown in Fig. 5 and Fig. 6 for corresponding panels (a),(b). The straight
lines indicate the Zipf law P*1=K; P�*1=K� .
doi:10.1371/journal.pone.0074554.g007

Figure 8. PageRank versus CheiRank plane of cultures with corresponding indexes K and K� obtained from the network of cultures
for corresponding panels (a),(b).
doi:10.1371/journal.pone.0074554.g008
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Comparing with the culture of persons at various editions, we can

assign ‘‘locality’’ to each 30 top rank persons for a given Wikipedia

edition and ranking algorithm. For example, as shown in Table 2,

George W. Bush belongs to ‘‘Politics’’, ‘‘English’’ and ‘‘Local’’ for

English Wikipedia and PageRank, while Jesus belongs to

‘‘Religion’’, ‘‘World’’ WR and ‘‘Non-local’’.

As shown in Fig. 4, regardless of ranking algorithms, main part

of top 30 ranking persons of each edition belong to the culture of

the edition (usually about 50%). For example, high PageRank

persons in English Wikipedia are mainly English (53:3%). This

corresponds to the self-focusing effect discussed in [6]. It is notable

that top ranking persons in Korean Wikipedia are not only mainly

Korean (56:7%) but also the most top ranking non Korean persons

in Korean Wikipedia are Chinese and Japanese (20%). Although

there is a strong tendency that each edition favors its own persons,

there is also overlap between editions. For PageRank, on average,

23:7 percent of top persons are overlapping while for CheiRank ,

the overlap is quite low, only 1:3 percent. For 2DRank, the

overlap is 6:3 percent. The overlap of list of top persons implies the

existence of cross-cultural ‘heroes’.

To understand the difference between local and non-local top

persons for each edition quantitatively, we consider the PageRank

case because it has a large fraction of non-local top persons. From

Eq. (2), a citing article j contributes SP(j)=kout(j)T to PageRank of

a node i. So the PageRank P(i) can be high if the node i has many

incoming links from citing articles j or it has incoming links from

high PageRank nodes j with low out-degree kout(j). Thus we can

identify origin of each top person’s PageRank using the average

PageRank contribution SP(j)=kout(j)T by nodes j to person i and

average number of incoming edges (in-degree) kin(i) of person i .

As represented in Table 3, considering median, local top

persons have more incoming links than non-local top persons but

the PageRank contribution of the corresponding links are lower

than links of non-local top persons. This indicates that local top

persons are cited more than non-local top persons but non-local

top persons are cited more high weighted links (i.e. cited by

important articles or by articles which don’t have many citing

links).

Global and local heroes
Based on cultural dependency on rankings of persons, we can

identify global and local heroes in the considered Wikipedia

editions. However, for CheiRank the overlap is very low and our

statistics is not sufficient for selection of global heroes. Hence we

consider only PageRank and 2DRank cases. We determine the

local heroes for each ranking and for each edition as top persons of

the given ranking who belongs to the same culture as the edition.

Top 3 local heroes for each ranking and each edition are

represented in Table 4 (PageRank), Table 5 (CheiRank) and

Table 6 (2DRank), respectively.

In order to identify the global heroes, we define ranking score

HP,A for each person P and each ranking algorithm A. Since every

person in the top person list has relative ranking RP,E,A for each

Wikipedia edition E and ranking algorithm A (For instance, in

Table 2, RNapoleon,EN,PageRank~1). The ranking score HP,A of a

person P is give by

HP,A~
X

E

(31{RP,E,A) ð5Þ

According to this definition, a person who appears more often

in the lists of editions and has top ranking in the list gets high

ranking score. We sort this ranking score for each algorithm. In

this way obtain a list of global heroes for each algorithm. The

result is shown in Table 7. Napoleon is the 1st global hero by

PageRank and Micheal Jackson is the 1st global hero by 2DRank.

Network of cultures
To characterize the entanglement and interlinking of cultures

we use the data of Fig. 4 and from them construct the network of

cultures. The image of networks obtained from top 30 persons of

PageRank and 2DRank listings are shown in Fig. 5 (we do not

consider CheiRank case due to small overlap of persons resulting

in a small data statistics). The weight of directed Markov

transition, or number of links, from a culture A to a culture B is

given by a number of persons of a given culture B (e.g FR)

appearing in the list of top 30 persons of PageRank (or 2DRank) in

a given culture A (e.g. EN). Thus e.g. for transition from EN to FR

in PageRank we find 2 links (2 French persons in PageRank top 30

persons of English Wikipedia); for transition from FR to EN in

PageRank we have 3 links (3 English persons in PageRank top 30

persons of French Wikipedia). The transitions inside each culture

(persons of the same language as language edition) are omitted

since we are analyzing the interlinks between cultures. Then the

Google matrix of cultures is constructed by the standard rule for

the directed networks: all links are treated democratically with the

same weight, sum of links in each column is renormalized to unity,

a~0:85. Even if this network has only 10 nodes we still can find

for it PageRank and CheiRank probabilities P and P� and

corresponding indexes K and K�. The matrix elements of G
matrix, written in order of index K , are shown in Fig. 6 for the

corresponding networks of cultures presented in Fig. 5. We note

that we consider all cultures on equal democratic grounds.

The decays of PageRank and CheiRank probabilities with the

indexes K ,K� are shown in Fig. 7 for the culture networks of Fig. 5.

On a first glance a power decay like the Zipf law [27] P*1=K
looks to be satisfactory. The formal power law fit

P*1=Kz,P�*1=(K�)z� , done in log–log-scale for 1ƒK ,K�¡
q10, gives the exponents z~0:85+0:09,z�~0:45+0:09 (Fig. 7a),

z~0:88+0:10,z�~0:77+0:16 (Fig. 7b). However, the error bars

for these fits are relatively large. Also other statistical tests (e.g. the

Kolmogorov-Smirnov test, see details in [28]) give low statistical

accuracy (e.g. statistical probability p&0:2; 0:1 and p&0:01; 0:01
for exponents z,z�~0:79,0:42 and 0:75,0:65 in Fig. 7a and Fig. 7b

respectively). It is clear that 10 cultures is too small to have a good

statistical accuracy. Thus, a larger number of cultures should be

used to check the validity of the generalized Zipf law with a certain

exponent. We make a conjecture that the Zipf law with the

generalized exponents z,z� will work in a better way for a larger

number of multilingual Wikipedia editions which now have about

250 languages.

The distributions of cultures on the PageRank - CheiRank

plane (K ,K�) are shown in Fig. 8. For the network of cultures

constructed from top 30 PageRank persons we obtain the

following ranking. The node WR is located at the top PageRank

K~1 and it stays at the last CheiRank position K�~10. This

happens due to the fact that such persons as Carl Linnaeus, Jesus,

Aristotle, Plato, Alexander the Great, Muhammad are not native for our 9

Wikipedia editions so that we have many nodes pointing to WR

node, while WR has no outgoing links. The next node in

PageRank is FR node at K~2,K�~5, then DE node at

K~3,K�~4 and only then we find EN node at K~4,K�~7.

The node EN is not at all at top PageRank positions since it has

many American politicians that does not count for links between

cultures. After the world WR the top position is taken by French

(FR) and then German (DE) cultures which have strong links

inside the continental Europe.

Entanglement of Cultures via Wikipedia Ranking
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However, the ranking is drastically changed when we consider

top 30 2DRank persons. Here, the dominant role is played by art

and science with singers, artists and scientists. The world WR here

remains at the same position at K~1,K�~10 but then we obtain

English EN (K~2,K�~1) and German DE (K~3,K�~5)

cultures while FR is moved to K~K�~7.

Discussion

We investigated cross-cultural diversity of Wikipedia via ranking

of Wikipedia articles. Even if the used ranking algorithms are

purely based on network structure of Wikipedia articles, we find

cultural distinctions and entanglement of cultures obtained from

the multilingual editions of Wikipedia.

In particular, we analyze raking of articles about persons and

identify activity field of persons and cultures to which persons

belong. Politics is dominant in top PageRank persons, art is

dominant in top 2DRank persons and in top CheiRank persons

art and sport are dominant. We find that each Wikipedia edition

favors its own persons, who have same cultural background, but

there are also cross-cultural non-local heroes, and even ‘‘global

heroes’’. We establish that local heroes are cited more often but

non-local heroes on average are cited by more important articles.

Attributing top persons of the ranking list to different cultures

we construct the network of cultures and characterize entangle-

ment of cultures on the basis of Google matrix analysis of this

directed network.

We considered only 9 Wikipedia editions selecting top 30

persons in a ‘‘manual’’ style. It would be useful to analyze a larger

number of editions using an automatic computerized selection of

persons from prefabricated listing in many languages developing

lines discussed in [14]. This will allow to analyze a large number of

persons improving the statistical accuracy of links between

different cultures.

The importance of understanding of cultural diversity in

globalized world is growing. Our computational, data driven

approach can provide a quantitative and efficient way to

understand diversity of cultures by using data created by millions

of Wikipedia users. We believe that our results shed a new light on

how organized interactions and links between different cultures.
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and language for top 30 and 100 persons for EN, IT, NK respectively.
Tables show top 30 persons in PageRank, CheiRank and 2DRank for all 9 Wikipedia editions.

All names are given in English.
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Figure S1: Probability distributions of activity fields and languages of top 30 persons and top 100
persons in English Wikipedia EN (total probability is normalized to unity): (a) Distribution of
activity fields of PageRank top persons (b) Distribution of langauge of PageRank top persons. (c)
Distribution of activity fields of CheiRank top persons (d) Distribution of langauge of CheiRank
top persons. (e) Distribution of activity fields of 2DRank top persons (f) Distribution of langauge
of 2DRank top persons.
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Figure S2: Same as in Fig.SI1 for Italian Wikipedia IT.
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Figure S3: Same as in Fig.SI1 for Dutch Wikipedia NL.
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Table S1: Top 30 persons by PageRank for English Wikipedia with their field of activity and
native language.

REN,PageRank Person Field Culture
1 Napoleon Politics FR
2 Carl Linnaeus Science WR
3 George W. Bush Politics EN
4 Barack Obama Politics EN
5 Elizabeth II Politics EN
6 Jesus Religion WR
7 William Shakespeare Art EN
8 Aristotle Science WR
9 Adolf Hitler Politics DE
10 Bill Clinton Politics EN
11 Franklin D. Roosevelt Politics EN
12 Ronald Reagan Politics EN
13 George Washington Politics EN
14 Plato Science WR
15 Richard Nixon Politics EN
16 Abraham Lincoln Politics EN
17 Joseph Stalin Politics RU
18 Winston Churchill Politics EN
19 John F. Kennedy Politics EN
20 Henry VIII of England Politics EN
21 Muhammad Religion WR
22 Thomas Jefferson Politics EN
23 Albert Einstein Science DE
24 Alexander the Great Politics WR
25 Augustus Politics IT
26 Charlemagne Politics FR
27 Karl Marx Science DE
28 Charles Darwin Science EN
29 Elizabeth I of England Politics EN
30 Julius Caesar Politics IT
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Table S2: Top 30 persons by 2DRank for English Wikipedia with their field of activity and
native language.

REN,2DRank Person Field Culture
1 Frank Sinatra Art EN
2 Paul McCartney Art EN
3 Michael Jackson Art EN
4 Steven Spielberg Art EN
5 Pope Pius XII Religion IT
6 Vladimir Putin Politics RU
7 Mariah Carey Art EN
8 John Kerry Politics EN
9 Isaac Asimov Art EN
10 Stephen King Art EN
11 Dolly Parton Art EN
12 Prince (musician) Art EN
13 Robert Brown (botanist) Science EN
14 Vincent van Gogh Art NL
15 Lady Gaga Art EN
16 Beyoncé Knowles Art EN
17 Pope John Paul II Religion WR
18 Lord Byron Art EN
19 Muhammad Religion WR
20 Johnny Cash Art EN
21 Alice Cooper Art EN
22 Catherine the Great Politics RU
23 14th Dalai Lama Religion WR
24 Christina Aguilera Art EN
25 Marilyn Monroe Art EN
26 David Bowie Art EN
27 John McCain Politics EN
28 Bob Dylan Art EN
29 Johann Sebastian Bach Art DE
30 Jesus Religion WR
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Table S2: Top 30 persons by CheiRank for English Wikipedia with their field of activity and
native language.

REN,CheiRank Person Field Culture
1 Roger Calmel Art FR
2 C. H. Vijayashankar Politics EN
3 Matt Kelley ETC EN
4 Alberto Cavallari ETC IT
5 Yury Chernavsky Art RU
6 William Shakespeare (inventor) ETC EN
7 Kelly Clarkson Art EN
8 Park Ji-Sung Sport KO
9 Mithun Chakraborty Art EN
10 Olga Sedakova Sport RU
11 Sara Garćıa Art ES
12 Pope Pius XII Religion IT
13 Andy Kerr Politics EN
14 Joe-Max Moore Sport EN
15 Josef Kemr Art WR
16 Darius Milhaud Art FR
17 Jan Crull, Jr. ETC EN
18 Farshad Fotouhi Science EN
19 Swaroop Kanchi Art EN
20 Jacques Lancelot Art FR
21 Frantǐsek Martin Pecháček Art DE
22 George Stephanekoulosech ETC EN
23 Chano Urueta Art ES
24 Franz Pecháček Art DE
25 Nicolae Iorga Politics WR
26 Arnold Houbraken Art NL
27 August Derleth Art EN
28 Javier Solana Politics ES
29 Drew Barrymore Art EN
30 Kevin Bloody Wilson Art EN
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Table S4: Top 30 persons by PageRank for French Wikipedia with their field of activity and
native language.

RFR,PageRank Person Field Culture
1 Napoleon Politics FR
2 Carl Linnaeus Science WR
3 Louis XIV of France Politics FR
4 Jesus Religion WR
5 Aristotle Science WR
6 Julius Caesar Politics IT
7 Charles de Gaulle Politics FR
8 Pope John Paul II Religion WR
9 Adolf Hitler Politics DE
10 Plato Science WR
11 Charlemagne Politics FR
12 Joseph Stalin Politics RU
13 Charles V, Holy Roman Emperor Politics ES
14 Napoleon III Politics FR
15 Nicolas Sarkozy Politics FR
16 Franois Mitterrand Politics FR
17 Victor Hugo Art FR
18 Jacques Chirac Politics FR
19 Honore de Balzac Art FR
20 Mary (mother of Jesus) Religion WR
21 Voltaire Art FR
22 George W. Bush Politics EN
23 Elizabeth II Politics EN
24 Muhammad Religion WR
25 Francis I of France Politics FR
26 William Shakespeare Art EN
27 Louis XVI of France Politics FR
28 Rene Descartes Science FR
29 Karl Marx Science DE
30 Louis XV of France Politics FR
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Table S5: Top 30 persons by 2DRank for French Wikipedia with their field of activity and native
language.

RFR,2DRank Person Field Culture
1 Franois Mitterrand Politics FR
2 Jacques Chirac Politics FR
3 Honore de Balzac Art FR
4 Nicolas Sarkozy Politics FR
5 Napoleon III Politics FR
6 Otto von Bismarck Politics DE
7 Michael Jackson Art EN
8 Adolf Hitler Politics DE
9 Ludwig van Beethoven Art DE
10 Johnny Hallyday Art FR
11 Napoleon Politics FR
12 Leonardo da Vinci Art IT
13 Jules Verne Art FR
14 Jacques-Louis David Art FR
15 Thomas Jefferson Politics EN
16 Sigmund Freud Science DE
17 Madonna (entertainer) Art EN
18 Serge Gainsbourg Art FR
19 14th Dalai Lama Religion WR
20 Alfred Hitchcock Art EN
21 Georges Clemenceau Politics FR
22 Carl Linnaeus Science WR
23 Steven Spielberg Art EN
24 J. R. R. Tolkien Art EN
25 Arthur Rimbaud Art FR
26 Charles Darwin Science EN
27 Maximilien de Robespierre Politics FR
28 Nelson Mandela Politics WR
29 Henry IV of France Politics FR
30 Charles de Gaulle Politics FR



10

Table S6: Top 30 persons by CheiRank for French Wikipedia with their field of activity and
native language.

RFR,CheiRank Person Field Culture
1 John Douglas Lynch Science EN
2 Roger Federer Sport DE
3 Richard Upjohn Light Science EN
4 Jacques Davy Duperron Art FR
5 Rafael Nadal Sport ES
6 Martina Navratilova Sport EN
7 Michael Ilmari Saaristo Science WR
8 Kevin Bacon Art EN
9 Jean Baptiste Eble Etc FR
10 Marie-Magdeleine Ayme de La Chevreliere Politics FR
11 Nataliya Pyhyda Sport RU
12 Max Wolf Science DE
13 14th Dalai Lama Religion WR
14 Francoise Hardy Art FR
15 Ghislaine N. H. Sathoud Etc FR
16 Frank Glaw Science DE
17 Johnny Hallyday Art FR
18 Juan A. Rivero Science ES
19 Valentino Rossi Sport IT
20 Sheila (singer) Art FR
21 Franois Mitterrand Politics FR
22 Christopher Walken Art EN
23 Georges Clemenceau Politics FR
24 Elgin Loren Elwais Sport WR
25 Otto von Bismarck Politics DE
26 Edward Drinker Cope Science EN
27 Rashidi Yekini Sport WR
28 Tofiri Kibuuka Sport WR
29 Paola Espinosa Sport ES
30 Aksana Drahun Sport RU
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Table S7: Top 30 persons by PageRank for German Wikipedia with their field of activity and
native language.

RDE,PageRank Person Field Culture
1 Napoleon Politics FR
2 Carl Linnaeus Science WR
3 Adolf Hitler Politics DE
4 Aristotle Science WR
5 Johann Wolfgang von Goethe Art DE
6 Martin Luther Religion DE
7 Jesus Religion WR
8 Immanuel Kant Science DE
9 Charlemagne Politics FR
10 Plato Science WR
11 Pope John Paul II Religion WR
12 Karl Marx Science DE
13 Julius Caesar Politics IT
14 Augustus Politics IT
15 Louis XIV of France Politics FR
16 Friedrich Schiller Art DE
17 Wolfgang Amadeus Mozart Art DE
18 William Shakespeare Art EN
19 Josef Stalin Politics RU
20 Pope Benedict XVI Religion DE
21 Otto von Bismarck Politics DE
22 Cicero Politics IT
23 Wilhelm II, German Emperor Politics DE
24 Johann Sebastian Bach Art DE
25 Max Weber Science DE
26 Charles V, Holy Roman Emperor Politics ES
27 Frederick the Great Politics DE
28 Georg Wilhelm Friedrich Hegel Science DE
29 Mary (mother of Jesus) Religion WR
30 Augustine of Hippo Religion WR
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Table S8: Top 30 persons by 2DRank for German Wikipedia with their field of activity and
native language.

RDE,2DRank Person Field Culture
1 Adolf Hitler Politics DE
2 Otto von Bismarck Politics DE
3 Pope Paul VI Religion IT
4 Ludwig van Beethoven Art DE
5 Franz Kafka Art DE
6 George Frideric Handel Art DE
7 Gerhart Hauptmann Art DE
8 Bob Dylan Art EN
9 Johann Sebastian Bach Art DE
10 Alexander the Great Politics WR
11 Martin Luther Religion DE
12 Julius Caesar Politics IT
13 Joseph Beuys Art DE
14 Pope Leo XIII Religion IT
15 Carl Friedrich Gauss Science DE
16 Andy Warhol Art EN
17 Alfred Hitchcock Art EN
18 Thomas Mann Art DE
19 John Lennon Art EN
20 Augustus II the Strong Politics DE
21 Pope Benedict XVI Religion DE
22 Ferdinand II of Aragon Politics ES
23 Arthur Schnitzler Art DE
24 Martin Heidegger Science DE
25 Albrecht Dürer Art DE
26 Carl Linnaeus Science WR
27 Pablo Picasso Art ES
28 Rainer Werner Fassbinder Art DE
29 Wolfgang Amadeus Mozart Art DE
30 Historical Jesus Religion WR
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Table S9: Top 30 persons by CheiRank for German Wikipedia with their field of activity and
native language.

RDE,CheiRank Person Field Culture
1 Diomede Carafa Religion IT
2 Harry Pepl Art DE
3 Marc Zwiebler Sport DE
4 Eugen Richter Politics DE
5 John of Nepomuk Religion WR
6 Pope Marcellus II Religion IT
7 Karl Wilhelm Reinmuth Science WR
8 Johannes Molzahn Art DE
9 Georges Vanier ETC FR
10 Arthur Willibald Königsheim ETC DE
11 Thomas Fitzsimons Politics EN
12 Nelson W. Aldrich Politics EN
13 Ma Jun ETC WR
14 Michael Psellos Religion WR
15 Adolf Hitler Politics DE
16 Edoardo Fazzioli ETC IT
17 Ray Knepper Sport EN
18 Frédéric de Lafresnaye Science FR
19 Joan Crawford Art EN
20 Stephen King Art EN
21 Gerhart Hauptmann Art DE
22 Paul Moder Politics DE
23 Erni Mangold Art DE
24 Robert Stolz Art DE
25 Otto von Bismarck Politics DE
26 Christine Holstein Art DE
27 Pope Paul VI Religion IT
28 Franz Buxbaum Science DE
29 Gustaf Gründgens Art DE
30 Ludwig van Beethoven Art DE
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Table S10: Top 30 persons by PageRank for Italian Wikipedia with their field of activity and
native language.

RIT,PageRank Person Field Culture
1 Napoleon Politics FR
2 Jesus Religion WR
3 Aristotle Science WR
4 Augustus Politics IT
5 Pope John Paul II Religion WR
6 Dante Alighieri Art IT
7 Adolf Hitler Politics DE
8 Julius Caesar Politics IT
9 Benito Mussolini Politics IT
10 Charlemagne Politics FR
11 Mary (mother of Jesus) Religion WR
12 Plato Science WR
13 Isaac Newton Science EN
14 Charles V, Holy Roman Emperor Politics ES
15 Galileo Galilei Science IT
16 Louis XIV of France Politics FR
17 Constantine the Great Politics IT
18 Cicero Politics IT
19 Alexander the Great Politics WR
20 Paul the Apostle Politics WR
21 Albert Einstein Science DE
22 Joseph Stalin Politics RU
23 George W. Bush Politics EN
24 Silvio Berlusconi Politics IT
25 William Shakespeare Art EN
26 Augustine of Hippo Religion WR
27 Pope Paul VI Religion IT
28 Pope Benedict XVI Religion DE
29 Giuseppe Garibaldi Politics IT
30 Leonardo da Vinci Science IT
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Table S11: Top 30 persons by 2DRank for Italian Wikipedia with their field of activity and
native language.

RIT,2DRank Person Field Culture
1 Pope John Paul II Religion WR
2 Pope Benedict XVI Religion DE
3 Giuseppe Garibaldi Politics IT
4 Raphael Art IT
5 Jesus Religion WR
6 Benito Mussolini Politics IT
7 Michelangelo Art IT
8 Leonardo da Vinci Art IT
9 Pier Paolo Pasolini Art IT
10 Michael Jackson Art EN
11 Martina Navratilova Sport EN
12 Saint Peter Religion WR
13 Pope Paul III Religion IT
14 Wolfgang Amadeus Mozart Art DE
15 John Lennon Art EN
16 Bob Dylan Art EN
17 Mina (singer) Art IT
18 William Shakespeare Art EN
19 Julius Caesar Politics IT
20 Titian Art IT
21 Silvio Berlusconi Politics IT
22 Alexander the Great Politics WR
23 Pablo Picasso Art ES
24 Antonio Vivaldi Art IT
25 Ludwig van Beethoven Art DE
26 Napoleon Politics FR
27 Madonna (entertainer) Art EN
28 Roger Federer Sport DE
29 Johann Sebastian Bach Art DE
30 Walt Disney Art EN
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Table S12: Top 30 persons by CheiRank for Italian Wikipedia with their field of activity and
native language.

RIT,CheiRank Person Field Culture
1 Ticone di Amato Religion WR
2 John the Merciful Religion WR
3 Nduccio Art IT
4 Vincenzo Olivieri Art IT
5 Leo Baeck Religion DE
6 Karl Wilhelm Reinmuth Science DE
7 Freimut Börngen Science DE
8 Nikolai Chernykh Science RU
9 Edward L. G. Bowell Science EN
10 Roger Federer Sport DE
11 Michel Morganella Sport WR
12 Rafael Nadal Sport ES
13 Robin Söderling Sport WR
14 Iván Zamorano Sport ES
15 Martina Navratilova Sport EN
16 Venus Williams Sport EN
17 Goran Ivanǐsević Sport WR
18 Javier Pastore Sport ES
19 Stevan Jovetić Sport WR
20 Mina (singer) Art IT
21 George Ade Art EN
22 Kazuro Watanabe Sport WR
23 Andy Roddick Sport EN
24 Johann Strauss II Art DE
25 Max Wolf Science DE
26 Isaac Asimov Art EN
27 Georges Simenon Art FR
28 Alice Joyce Art EN
29 Pietro De Sensi Sport IT
30 Noemi (singer) Art IT
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Table S13: Top 30 persons by PageRank for Spanish Wikipedia with their field of activity and
native language.

RES,PageRank Person Field Culture
1 Carl Linnaeus Scinece WR
2 Napoleon Politics FR
3 Jesus Religion WR
4 Aristotle Science WR
5 Charles V, Holy Roman Emperor Politics ES
6 Adolf Hitler Politics DE
7 Julius Caesar Politics IT
8 Philip II of Spain Politics ES
9 William Shakespeare Art EN
10 Plato Science WR
11 Albert Einstein Science DE
12 Augustus Politics IT
13 Pope John Paul II Religion WR
14 Christopher Columbus ETC IT
15 Karl Marx Science DE
16 Alexander the Great Politics WR
17 Isaac Newton Science EN
18 Francisco Franco Politics ES
19 Charlemagne Politics FR
20 Immanuel Kant Science DE
21 Charles Darwin Science EN
22 Louis XIV of France Politics FR
23 Mary (mother of Jesus) Religion WR
24 Wolfgang Amadeus Mozart Art DE
25 Galileo Galilei Science IT
26 Cicero Politics IT
27 Homer Art WR
28 Paul the Apostle Religion WR
29 René Descartes Science FR
30 Miguel de Cervantes Art ES
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Table S14: Top 30 persons by 2DRank for Spanish Wikipedia with their field of activity and
native language.

RES,2DRank Person Field Culture
1 Wolfgang Amadeus Mozart Art DE
2 Julius Caesar Politics IT
3 Simón Boĺıvar Politics ES
4 Francisco Goya Art ES
5 Madonna (entertainer) Art EN
6 Bob Dylan Art EN
7 Barack Obama Politics EN
8 Fidel Castro Politics ES
9 Michael Jackson Art EN
10 Richard Wagner Art DE
11 Augusto Pinochet Politics ES
12 Trajan Politics IT
13 Jorge Luis Borges Art ES
14 Juan Perón Politics ES
15 Porfirio Dı́az Politics ES
16 Michelangelo Art IT
17 J. R. R. Tolkien Art EN
18 Paul McCartney Art EN
19 Adolf Hitler Politics DE
20 John Lennon Art EN
21 Hugo Chávez Politics ES
22 Elizabeth II Politics EN
23 Lope de Vega Art ES
24 Francisco Franco Politics ES
25 Christopher Columbus ETC IT
26 Diego Velázquez Art ES
27 Pablo Picasso Art ES
28 Edgar Allan Poe Art EN
29 Charlemagne Politics FR
30 Juan Carlos I of Spain Politics ES
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Table S15: Top 30 persons by CheiRank for Spanish Wikipedia with their field of activity and
native language.

RES,CheiRank Person Field Culture
1 Max Wolf Science DE
2 Monica Bellucci Art IT
3 Che Guevara Politics ES
4 Steve Buscemi Art EN
5 Johann Palisa Science DE
6 Auguste Charlois Science FR
7 José Flávio Pessoa de Barros Science WR
8 Arturo Mercado Art ES
9 Francisco Goya Art ES
10 Bob Dylan Art EN
11 Jorge Luis Borges Art ES
12 Brian May Art EN
13 Virgilio Barco Vargas Politics ES
14 Mariano Bellver ETC ES
15 Demi Lovato Art EN
16 Joan Manuel Serrat Art ES
17 Mary Shelley Art EN
18 Ana Belén Art ES
19 Aki Misato Art WR
20 Carl Jung Science DE
21 Roger Federer Sport DE
22 Antoni Gaud́ı Art ES
23 Rafael Nadal Sport ES
24 Hans Melchior Science DE
25 Paulina Rubio Art ES
26 Paul McCartney Art EN
27 Julieta Venegas Art ES
28 Fermin Muguruza Art ES
29 Belinda (entertainer) Art ES
30 Patricia Acevedo Art ES
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Table S16: Top 30 persons by PageRank for Dutch Wikipedia with their field of activity and
native language.

RNL,PageRank Person Field Culture
1 Carl Linnaeus Science WR
2 Pierre Andre Latreille Science FR
3 Napoleon Politics FR
4 Eugene Simon Science FR
5 Jesus Religion WR
6 Charles Darwin Science EN
7 Julius Caesar Politics IT
8 Adolf Hitler Politics DE
9 Aristotle Science WR
10 Charlemagne Politics FR
11 Plato Science WR
12 Jean-Baptiste Lamarck Science FR
13 Ernst Mayr Science DE
14 Alexander the Great Politics WR
15 Louis XIV of France Politics FR
16 Pope John Paul II Religion WR
17 Alfred Russel Wallace Science EN
18 Charles V, Holy Roman Emperor Politics ES
19 Thomas Robert Malthus Science EN
20 Augustus Politics IT
21 William I of the Netherlands Politics NL
22 Joseph Stalin Politics RU
23 Albert Einstein Science DE
24 Beatrix of the Netherlands Politics NL
25 Christopher Columbus Etc IT
26 Elizabeth II Politics EN
27 Isaac Newton Science EN
28 Wolfgang Amadeus Mozart Art DE
29 J. B. S. Haldane Science EN
30 Cicero Politics IT
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Table S17: Top 30 persons by 2DRank for Dutch Wikipedia with their field of activity and
native language.

RNL,2DRank Person Field Culture
1 Pope Benedict XVI Religion DE
2 Elizabeth II Politics EN
3 Charles Darwin Science EN
4 Albert II of Belgium Politics NL
5 Albert Einstein Science DE
6 Pope John Paul II Religion WR
7 Michael Jackson Art EN
8 Johann Sebastian Bach Art DE
9 Saint Peter Religion WR
10 Johan Cruyff Sport NL
11 William Shakespeare Art EN
12 Christopher Columbus Etc IT
13 Augustus Politics IT
14 Frederick the Great Politics DE
15 Rembrandt Art NL
16 Eddy Merckx Sport NL
17 Ludwig van Beethoven Art DE
18 Pope Pius XII Religion IT
19 Peter Paul Rubens Art NL
20 Napoleon Politics FR
21 Wolfgang Amadeus Mozart Art DE
22 Igor Stravinsky Art RU
23 Martin of Tours Religion FR
24 Geert Wilders Politics NL
25 J.R.R. Tolkien Art EN
26 Pierre Cuypers Art NL
27 Charles V, Holy Roman Emperor Politics ES
28 Pope Pius IX Religion IT
29 Juliana of the Netherlands Politics NL
30 Elvis Presley Art EN
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Table S18: Top 30 persons by CheiRank for Dutch Wikipedia with their field of activity and
native language.

RNL,CheiRank Person Field Culture
1 Pier Luigi Bersani Politics IT
2 Francesco Rutelli Politics IT
3 Hans Renders Science NL
4 Julian Jenner Sport NL
5 Marten Toonder Art NL
6 Uwe Seeler Sport DE
7 Stefanie Sun Art WR
8 Roger Federer Sport DE
9 Theo Janssen Sport NL
10 Zazie Art FR
11 Albert II of Belgium Politics NL
12 Denny Landzaat Sport NL
13 Paul Biegel Art NL
14 Guido De Padt Politics NL
15 Jan Knippenberg Sport NL
16 Michael Schumacher Sport DE
17 Hans Werner Henze Art DE
18 Lionel Messi Sport ES
19 Johan Cruijff Sport NL
20 Eva Janssen (actrice) Art NL
21 Marion Zimmer Bradley Art EN
22 Graham Hill Sport EN
23 Rick Wakeman Art EN
24 Mihai Nesu Sport NL
25 Freddy De Chou Politics NL
26 Rubens Barrichello Sport WR
27 Ismail Aissati Sport NL
28 Marco van Basten Sport NL
29 Paul Geerts Art NL
30 Ibrahim Afellay Sport NL
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Table S19: Top 30 persons by PageRank for Russian Wikipedia with their field of activity and
native language.

RRU,PageRank Person Field Culture
1 Peter the Great Politics RU
2 Napoleon Politics FR
3 Carl Linnaeus Science WR
4 Joseph Stalin Politics RU
5 Alexander Pushkin Art RU
6 Vladimir Lenin Politics RU
7 Catherine the Great Politics RU
8 Jesus Religion WR
9 Aristotle Science WR
10 Vladimir Putin Politics RU
11 Julius Caesar Politics IT
12 Adolf Hitler Politics DE
13 Boris Yeltsin Politics RU
14 William Shakespeare Art EN
15 Ivan the Terrible Politics RU
16 Alexander II of Russia Politics RU
17 Nicholas II of Russia Politics RU
18 Karl Marx Science DE
19 Louis XIV of France Politics FR
20 Nicholas I of Russia Politics RU
21 Alexander I of Russia Politics RU
22 Alexander the Great Politics WR
23 Charlemagne Politics FR
24 William Herschel Science EN
25 Mikhail Gorbachev Politics RU
26 Paul I of Russia Politics RU
27 Leo Tolstoy Art RU
28 Nikolai Gogol Art RU
29 Dmitry Medvedev Politics RU
30 Lomonosov Science RU
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Table S20: Top 30 persons by 2DRank for Russian Wikipedia with their field of activity and
native language.

RRU,2DRank Person Field Culture
1 Dmitri Mendeleev Science RU
2 Peter the Great Politics RU
3 Justinian I Politics WR
4 Yaroslav the Wise Politics RU
5 Elvis Presley Art EN
6 Yuri Gagarin Etc RU
7 William Shakespeare Art EN
8 Albert Einstein Science DE
9 Adolf Hitler Politics DE
10 Christopher Columbus Etc IT
11 Catherine the Great Politics RU
12 Vladimir Vysotsky Art RU
13 Louis de Funes Art FR
14 Lomonosov Science RU
15 Alla Pugacheva Art RU
16 Viktor Yanukovych Politics RU
17 Nikolai Gogol Art RU
18 Felix Dzerzhinsky Politics RU
19 Aleksandr Solzhenitsyn Art RU
20 Pope Benedict XVI Religion DE
21 Maxim Gorky Art RU
22 Julius Caesar Politics IT
23 George Harrison Art EN
24 Bohdan Khmelnytsky Politics RU
25 Rembrandt Art NL
26 John Lennon Art EN
27 Jules Verne Art FR
28 Benito Mussolini Politics IT
29 Nicholas Roerich Art RU
30 Niels Bohr Science WR
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Table S21: Top 30 persons by CheiRank for Russian Wikipedia with their field of activity and
native language.

RRU,CheiRank Person Field Culture
1 Aleksander Vladimirovich Sotnik Etc RU
2 Aleksei Aleksandrovich Bobrinsky Politics RU
3 Boris Grebenshchikov Art RU
4 Karl Wilhelm Reinmuth Science DE
5 Ronnie O’Sullivan Sport EN
6 Max Wol Science DE
7 Ivan Egorovich Sizykh Etc RU
8 Vladimir Mikhilovich Popkov Art RU
9 Sun Myung Moon Religion KO
10 Mikhail Pavlovich Tolstoi Etc RU
11 Perry Como Art EN
12 John Heenan Religion EN
13 Petr Aleksandrovich Ivaschenko Art RU
14 Andrey Vlasov Etc RU
15 Christian Heinrich Friedrich Peters Science DE
16 Auguste Charlois Science FR
17 Damian (Marczhuk) Religion RU
18 Yuri Gagarin Etc RU
19 Stephen Hendry Sport EN
20 Ivan Grigorevich Donskikh Etc RU
21 Anna Semenovna Kamenkova-Pavlova Art RU
22 Ivan Nikolaevich Shulga Art RU
23 George Dwyer Religion EN
24 William Wheeler (bishop) Religion EN
25 Vladimir Vladimirovitsch Antonik Art RU
26 Leonid Parfyonov Art RU
27 Vincent Nichols Religion EN
28 Dmitri Mendeleev Science RU
29 Boris Vladimirovich Bakin Etc RU
30 George Harrison Art EN
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Table S22: Top 30 persons by PageRank for Hungarian Wikipedia with their field of activity
and native language.

RHU,PageRank Person Field Culture
1 Carl Linnaeus Science WR
2 Jesus Religion WR
3 Napoleon Politics FR
4 Aristotle Science WR
5 Julius Caesar Politics IT
6 Matthias Corvinus Politics HU
7 Szentagothai Janos Science HU
8 William Shakespeare Art EN
9 Adolf Hitler Politics DE
10 Stephen I of Hungary Politics HU
11 Augustus Politics IT
12 Michael Schumacher Sport DE
13 Miklos Rethelyi Politics HU
14 Sigismund, Holy Roman Emperor Politics HU
15 Lajos Kossuth Politics HU
16 Charles I of Hungary Politics HU
17 Bela IV of Hungary Politics HU
18 Maria Theresa Politics DE
19 Joseph Stalin Politics RU
20 Franz Joseph I of Austria Politics DE
21 Louis I of Hungary Politics HU
22 Francis II Rakoczi Politics HU
23 Mary (mother of Jesus) Religion WR
24 Sandor Petofi Art HU
25 Pope John Paul II Religion WR
26 Johann Wolfgang von Goethe Art DE
27 Alexander the Great Politics WR
28 Bela Bartok Art HU
29 Charlemagne Politics FR
30 Louis XIV of France Politics FR
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Table S23: Top 30 persons by 2DRank for Hungarian Wikipedia with their field of activity and
native language.

RHU,2DRank Person Field Culture
1 Stephen I of Hungary Politics HU
2 Sandor Petofi Art HU
3 Franz Liszt Art HU
4 Kati Kovacs Art HU
5 Alexander the Great Politics WR
6 Attila Jozsef Art HU
7 Aristotle Science WR
8 Kimi Raikkonen Sport WR
9 Rubens Barrichello Sport WR
10 Lajos Kossuth Politics HU
11 Bela Bartok Art HU
12 Charlemagne Politics FR
13 Sandor Weores Art HU
14 Mariah Carey Art EN
15 Wolfgang Amadeus Mozart Art DE
16 Josip Broz Tito Politics WR
17 Charles I of Hungary Politics HU
18 Isaac Asimov Art EN
19 Napoleon Politics FR
20 Bonnie Tyler Art EN
21 Miklos Radnoti Art HU
22 Jay Chou Art WR
23 Janos Kodolanyi Art HU
24 Louis I of Hungary Politics HU
25 Zsuzsa Koncz Art HU
26 Adolf Hitler Politics HU
27 Stephen King Art EN
28 Mor Jokai Art HU
29 Ferenc Erkel Art HU
30 Franz Joseph I of Austria Politics DE
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Table S24: Top 30 persons by CheiRank for Hungarian Wikipedia with their field of activity
and native language.

RHU,CheiRank Person Field Culture
1 Edward L. G. Bowell Science EN
2 Karl Wilhelm Reinmuth Science DE
3 Max Wolf Science DE
4 Benjamin Boukpeti Sport FR
5 Urata Takesi Science WR
6 Wilfred Bungei Sport WR
7 Henri Debehogne Science FR
8 Lee ”Scratch” Perry Art WR
9 Karl Golsdorf Etc DE
10 Johann Palisa Science DE
11 Dirk Kuijt Sport NL
12 Roger Federer Sport DE
13 Csernus Imre Etc HU
14 Kati Kovacs Art HU
15 Rafael Nadal Sport ES
16 Venus Williams Sport EN
17 Sebastien Loeb Sport FR
18 Pleh Csaba Science HU
19 Tibor Antalpeter Sport HU
20 Serena Williams Sport EN
21 Csore Gabor Art HU
22 Pirmin Schwegler Sport DE
23 Olivia Newton-John Art EN
24 Petter Solberg Sport WR
25 Orosz Anna Art HU
26 Zsambeki Gabor Art HU
27 Vera Igorevna Zvonarjova Sport RU
28 Sandor Petofi Art HU
29 Roberta Vinci Sport IT
30 Flavia Pennetta Sport HU
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Table S25: Top 30 persons by PageRank for Korean Wikipedia with their field of activity and
native language.

RKO,PageRank Person Field Culture
1 Carl Linnaeus Science WR
2 Gojong of the Korean Empire Politics KO
3 Jesus Religion WR
4 John Edward Gray Science EN
5 Aristotle Science WR
6 Napoleon Politics FR
7 Sejong the Great Politics KO
8 Park Chung-hee Politics KO
9 Emperor Wu of Han Politics WR
10 Seonjo of Joseon Politics KO
11 Taejong of Joseon Politics KO
12 Syngman Rhee Politics KO
13 Kim Dae-jung Politics KO
14 Roh Moo-hyun Politics KO
15 Yeongjo of Joseon Politics KO
16 Adolf Hitler Politics DE
17 Taejo of Joseon Politics KO
18 Sukjong of Joseon Politics KO
19 Kim Il-sung Politics KO
20 Qianlong Emperor Politics WR
21 Kim Jong-il Politics KO
22 Kangxi Emperor Politics WR
23 Emperor Gaozu of Han Politics WR
24 Chun Doo-hwan Politics KO
25 Taejo of Goryeo Politics KO
26 George W. Bush Politics EN
27 Qin Shi Huang Politics WR
28 Jeongjo of Joseon Politics KO
29 Sunjo of Joseon Politics KO
30 Cao Cao Politics WR
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Table S26: Top 30 persons by 2DRank for Korean Wikipedia with their field of activity and
native language.

RKO,2DRank Person Field Culture
1 Gojong of the Korean Empire Politics KO
2 Sejong the Great Politics KO
3 Park Chung-hee Politics KO
4 Taejong of Joseon Politics KO
5 Kim Dae-jung Politics KO
6 Roh Moo-hyun Politics KO
7 Syngman Rhee Politics KO
8 Kim Il-sung Politics KO
9 Qianlong Emperor Politics WR
10 Kangxi Emperor Politics WR
11 Taejo of Goryeo Politics KO
12 Seonjo of Joseon Politics KO
13 Jeongjo of Joseon Politics KO
14 Kim Young-sam Politics KO
15 Julius Caesar Politics IT
16 Chun Doo-hwan Politics KO
17 Injo of Joseon Politics KO
18 Tokugawa Ieyasu Politics WR
19 Lee Myung-bak Politics KO
20 Seongjong of Joseon Politics KO
21 Cao Cao Politics WR
22 Confucius Science WR
23 Mao Zedong Politics WR
24 Taejo of Joseon Politics KO
25 Toyotomi Hideyoshi Politics WR
26 Heungseon Daewongun Politics KO
27 Liu Bei Politics WR
28 Yeongjo of Joseon Politics KO
29 Pope John Paul II Religion WR
30 Adolf Hitler Politics DE
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Table S27: Top 30 persons by CheiRank for Korean Wikipedia with their field of activity and
native language.

RKO,CheiRank Person Field Culture
1 Lee Jong-wook (baseball) Sport KO
2 Kim Dae-jung Politics KO
3 Lionel Messi Sport ES
4 Kim Kyu-sik Politics KO
5 Johannes Kepler Science DE
6 Yun Chi-young Politics KO
7 Michael Jackson Art EN
8 Yi Sun-sin ETC KO
9 Chang Myon Politics KO
10 IU (singer) Art KO
11 Kim Seo-yeong Art KO
12 Tokugawa Ieyasu Politics WR
13 Jeremy Renner Art EN
14 Zhao Deyin Politics WR
15 Yang Joon-Hyu Sport KO
16 Zhang Gui (Tang Dynasty) Politics WR
17 Zinedine Zidane Sport FR
18 Park Chung-hee Politics KO
19 Heungseon Daewongun Politics KO
20 Ahn Ji-hwan Art KO
21 Lee Seung-Yeop Sport KO
22 Roh Moo-hyun Politics KO
23 Britney Spears Art EN
24 Kim Young-sam Politics KO
25 Jeong Hyeong-don Art KO
26 Kim Yu-Na Sport KO
27 Park Jong-Seol Art KO
28 Lim Taekyoung Art KO
29 Park Ji-Sung Sport KO
30 Yuh Woon-Hyung Politics KO
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ABSTRACT
While Web spam training data exists in English, we face
an expensive human labeling procedure if we want to filter
a Web domain in a different language. In this paper we
overview how existing content and link based classification
techniques work, how models can be “translated” from En-
glish into another language, and how language-dependent
and independent methods combine. In particular we show
that simple bag-of-words translation works very well and in
this procedure we may also rely on mixed language Web
hosts, i.e. those that contain an English translation of part
of the local language text. Our experiments are conducted
on the ClueWeb09 corpus as the training English collection
and a large Portuguese crawl of the Portuguese Web Archive.
To foster further research, we provide labels and precom-
puted values of term frequencies, content and link based
features for both ClueWeb09 and the Portuguese data.

Categories and Subject Descriptors
H.3 [Information Systems]: Information Storage and Re-
trieval; I.2 [Computing Methodologies]: Artificial Intel-
ligence

General Terms
Document Classification, Information Retrieval, Hyperlink
Analysis

Keywords
Cross-lingual text processing, Web classification. Web spam,
Content analysis, Link analysis

1. INTRODUCTION
It has already been known from the early results on text

classification that “obtaining classification labels is expen-
sive” [32]. This is especially true in multilingual collections
where either separate training labels have to be produced
for each language in question, or techniques of cross-lingual
information retrieval [13] or machine translation [35] have
to be used.

While several results focus on cross-lingual classification of
general text corpora [2; 38; 43, and many more], we concen-
trate on the special and characteristically different problem
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of Web classification. Web spam filtering, the area of devis-
ing methods to identify useless Web content with the sole
purpose of manipulating search engine results, has drawn
much attention in the past years [41, 29, 26]. Our results on
cross-lingual Web classification are motivated by the needs
and opportunities of Internet archives [4].

Web classification may exploit methods of recent evalua-
tion campaigns on Web spam filtering. Our results combine
methods from two areas, cross-lingual information retrieval
and Web classification. Traditional methods in cross-lingual
information retrieval use dictionaries, machine translation
methods, and more recently multilingual Wikipedia editions.
Web classification on the other hand relies on features of con-
tent and linkage [9], some of which are language indepen-
dent. However, language independence does not necessar-
ily imply domain independence: PageRank and its variants
may have different distributions for differing interconnectiv-
ity and the ratio of the “boundary”: the pages not included
but pointed to by some page in the domain, crawl, or lan-
guage. TrustRank and query popularity based features de-
pend on the availability of a trusted seed set, typically hosts
listed in the Open Directory Project (http://dmoz.org),
and the coverage of search queries. Finally, the typical word
length and text entropy may also vary language by language.

This paper experiments with a new combination of learn-
ing methods and cross-lingual features for web classification.
Our task is different from standard methods of cross-lingual
text classification (see [43] and references therein) in the fol-
lowing aspects:

• We classify hosts not individual pages as this is the
standard task for Web spam [7].

• Even if we consider a national domain, the actual lan-
guage used in a host can be mixed, especially for spam
pages automatically generated from chunks (see Fig. 1
as an example).

• We may exploit multilingualism by classifying a host
based on its part written in English.

We note that host level classification is preferred for Web
spam filtering due to the facts that (1) fine-grained page or
even comment level classification is computationally unfea-
sible on the Web scale; and (2) the goal is to filter mass
amounts of spam including link farms and machine gener-
ated content that can be blocked on the host level. Indeed,
our set of labeled Portuguese spam hosts is the byproduct of
the normal quality assessment procedure conducted within
the Portuguese Web Archive. In previous results [9; 7, and
many more] full host names are used as a domain and we
use this definition in this paper, however we argue that a



Figure 1: Portion of a mixed language machine gen-
erated spam page.

pay level domain or even IP based definition [15] would fit
the problem even better. In addition, labeling a page or an
entire host is almost the same effort for a human, and very
frequently a single page cannot even be assessed without
seeing the context, very much unlike email spam or spam in
social media.

In this paper we investigate how much various classes of
Web content and linkage features, some requiring very high
computational effort, add to the classification accuracy. As
the bag of words representation turned out to describe Web
hosts best for most classification tasks of the ECML/PKDD
2010 Discovery Challenge [15], we realized that new text
classification methods are needed for the cross-lingual task.

Based on recent results in Web spam filtering, we also col-
lect and handle a large number of features and test a variety
of machine learning techniques, including SVM, ensemble
selection, LogitBoost and Random Forest. Our key findings
are summarized next.

• Hosts that contain a mix of English and national lan-
guage content, likely translations, yield a very pow-
erful resource for cross-lingual classification. Some of
our methods work even without using dictionaries, not
to mention without more complex tools of natural lan-
guage processing.

• Similar to our previous English-only results, the bag-
of-words representation together with appropriate ma-
chine learning techniques is the strongest method for
Web classification.

• The “public” spam features of Castillo et al. [9], espe-
cially the content-based ones, depend heavily on the
data collection and have little generalizational power.
For spam classification they require cross-corpus nor-
malization while for topical classification, the content
based features do not seem to be applicable.

To assess the prediction power of the proposed features,
we run experiments over the .pt domain [24, 23]. Our tech-
niques are evaluated along several alternatives and yield a
considerable improvement in terms of area-under-the-curve
(AUC).

The rest of the paper is organized as follows. After a
review of related research at the intersection of machine
learning, cross-lingual information retrieval and Web min-
ing (Section 2), we introduce the proposed learning meth-

ods and describe the classification features (Section 3). Our
experimental results are presented in Section 4.

2. RELATED WORK
We base our methods on results of both cross-lingual and

Web classification that we review next. In general, cross-
lingual classification either works by translating documents
[38, 30, 43], or terms only [2], or using an intermediate
language-independent representation of concepts [44]. For
general results on cross-lingual text classification we refer to
[2] who propose linguistic resources such as dictionaries sim-
ilar to the ones used in cross-lingual information retrieval.
As a broad overview, we refer to the CLEF Ad Hoc tasks
overview papers, e.g. [13] in the latter area. We also note
that several results exploit Wikipedia linkage and local edi-
tions [42, 31, 22].

Several cross-language classification results, similar to ours,
work over “pseudo-English” documents by translating key
terms into English using dictionaries [2], or using latent se-
mantic analysis [14, 36]. The cross-lingual classification re-
sults reported are however, unlike ours, much worse than
the monolingual baselines.

Semi-supervised learning finds applications in cross-lingual
classification where, similar to our methods, the unlabeled
part of the data is also used for building the model. Ex-
pectation maximization is used in [38, 39] for cleansing the
classifier model from translation errors; others [37] exploit
document similarities over the unlabeled corpus. In [43] co-
training over machine translated Chinese and English text
is used for sentiment analysis.

Closest to our goals is the method of [30] for classifying
Chinese Web pages using English training data, however,
either because of the cultural differences between Chinese
and English content or the fact that they classified on the
page and not host level, they achieve accuracy metrics much
weaker than for the monolingual counterpart. We also note
that they are aware of the existence of multilingual content
but they apparently do not exploit the full power of multilin-
gual hosts. Finally, a recent Web page classification method
described in [44] uses matrix tri-factorization for learning an
auxiliary language, an approach that we find computation-
ally unfeasible for classification in the scale of a top level
domain.

Text classification is studied extensively in classical in-
formation retrieval. While traditional term-based topical
classification for Web content relies on local page content
only, several solutions tailored to the web use terms from
linked pages as well [5, 21]. Semi-supervised learning meth-
ods (surveyed, for instance, in [47]) exploit information from
both labeled and unlabeled data instances. Relational learn-
ing methods (presented, for instance, in [20]) also consider
existing relationships between data instances.

Recognizing and preventing spam has been identified as
one of the top challenges for web search engines [29, 41].
As all major search engines use page, anchor text, and link
analysis algorithms to produce their rankings of search re-
sults, web spam appears in sophisticated forms that ma-
nipulate page contents as well as the interconnection struc-
ture [27]. Accordingly, spam hunters also rely on a variety
of content [17, 34, 18] and link [28, 3, 46] based features to
detect web spam; a recent evaluation of their combination is
provided in [9]. In the area of the so-called Adversarial In-
formation Retrieval, workshop series ran for five years [16],



evaluation campaigns including the Web Spam Challenges
[7] were organized. The ECML/PKDD Discovery Challenge
2010 (see e.g. [15]) extended the scope by introducing la-
bels for genre and quality by serving the needs of a fictional
archive.

Our baseline classification procedures are collected by an-
alyzing the results of the Web Spam Challenges and the
ECML/PKDD Discovery Challenge 2010. Best results ei-
ther used bag of words vectors or the so-called “public”
feature sets of [8]. The Discovery Challenge 2010 best re-
sults [25, 1, 33] and our analysis [15, 40] show that the bag
of words representation variants proved to be very strong
for the English collection. For classification techniques, a
wide selection including decision trees, random forest, SVM,
class-feature-centroid, boosting, bagging and oversampling
in addition to feature selection (Fisher, Wilcoxon, Informa-
tion Gain) were used. In our previous work [40], we im-
proved over the best results of the Challenge participants
by the combination of SVM and biclustering over the bag of
words representation of the hosts. These experiments indi-
cate little use of link and content based features. A possible
reason is that the DC2010 training and test sets were con-
structed in a way that no IP and domain was allowed to
be split between training and testing. The rationale is that
once a domain or IP is found to consist of spam, its subdo-
mains or other hosts on the same server are much more likely
spam and their classification becomes straightforward. This
simple consideration was not implemented in early datasets:
the Web Spam Challenge data sets were labeled by uniform
random sampling. For this reason, we have to reconsider the
applicability of propagation [46] and graph stacking [9].

3. METHOD
Our Web host classification applies a classifier ensemble

consisting of features based on content and linkage as well as
various English, translated, and semi-supervised Portuguese
bag of words models. The following subsections describe the
core ingredients. The standard content and link-based fea-
tures1 and the necessary transformations from the English
to the Portuguese collection are described in Sections 3.1
and 3.2, respectively. In Section 3.3 we describe our bag-
of-words translation method and SVM based classifiers, fol-
lowed by a semi-supervised algorithm that relies on multi-
lingual host content to first give prediction using a pure En-
glish model and then apply the results to train a Portuguese
model. Finally the ensemble method ingredients are found
in Section 3.5.

3.1 Features: Content
Among the early content spam papers, Fetterly et al. [17]

demonstrated that a sizable portion of machine generated
spam pages can be identified through statistical analysis.
Ntoulas et al. [34] introduce a number of content based spam
features including number of words in the page, title, anchor,
as well as the fraction of page drawn from popular words,
and the fraction of most popular words that appear in the
page. Spam hunters use a variety of additional content based
features [6, 18] to detect web spam; a recent measurement
of their combination appears in [9] who also provide these

1http://barcelona.research.yahoo.net/webspam/
datasets/uk2007/features/

methods as a public feature set for the Web Spam Chal-
lenges.

We use the public feature set [9] that includes the follow-
ing values computed for the home page of the domain, the
page with the maximum PageRank, and the average over
the entire host:

1. Number of words in the page, title;
2. Average word length, average word trigram likelihood;
3. Compression rate, entropy;
4. Fraction of anchor text, visible text;
5. Corpus and query precision and recall.

Here feature classes 1–4 can be normalized by using the av-
erage and standard deviation values over the two collections,
while class 4 is likely domain and language independent.

Corpus precision and recall are defined over the k most
frequent words in the dataset, excluding stopwords. Corpus
precision is the fraction of words in a page that appear in
the set of popular terms while corpus recall is the fraction of
popular terms that appear in the page. This class of features
is language independent but rely on different lists of most
frequent terms for the two data sets.

Query precision and recall is based on frequencies from
query logs that have to be either compiled separately for
each language or domain (questions from Portugal likely
have different distribution than from Brazil), or the English
query list has to be translated. Since we had no access to a
query log in Portuguese, we selected the second approach.

3.2 Features: Linkage
Recently several results have appeared that apply rank

propagation to extend initial judgments over a small set of
seed pages or sites to the entire web, such as trust [28, 46] or
distrust. These ideas were distilled into the public link based
feature set [9] and include the following values with averages,
standard deviation, and several functions computed from
them:

• Assortativity, reciprocity;
• In and out-degree;
• Host and page neighborhood size at various distances;
• PageRank and truncated variants.

One of the strongest features is TrustRank [28], PageRank
personalized on known honest hosts. TrustRank however
needs a trusted seed set. Typically hosts that appear in the
Open Directory Project (ODP) are used as seed. Unfortu-
nately, ODP acts as our negative sample set as well, hence in
this paper we have to omit TrustRank, one of the strongest
link-based features in our discussion.

3.3 Features: Bag-of-Words
Spam can be classified purely based on the terms used.

Based on our recent result, we use libSVM [10] with several
kernels and apply late fusion as described in [40]. The bag
of words representation of a Web host consists of the top
10,000 most frequent terms after stop word removal.

In order to classify hosts in Portuguese, we translate the
Portuguese terms to construct an English bag of words rep-
resentation of the host. The procedure is described in Algo-
rithm 1 with the following considerations:

• Short terms are not translated as they typically cause
noise and often coincide between the languages.



Algorithm 1 Algorithm for translating Portuguese term
counts for evaluation by an English model

for all Top 10,000 most frequent English terms en do
count[en] = count of term en in host h

for all Top 10,000 most frequent Portuguese terms pt of
at least four letters do

count pt[pt] = count of term pt in host h
variants = number of single-term English

translations of pt
if variants > 0 then

for all en: single-term Portuguese translations of pt
do

count[en]+ = count pt[pt]/variants
Classify h using term counts count[en]

• Multiple translation alternatives exist. We consider
all translations, but we split the term frequency value
between them in order not to overweight terms with
many translations. A smarter but more complex weight-
ing method is described in [39].

• Multi-word translation, such as Monday through Fri-
day translated into Segunda through Sexta feira, can-
not be handled based on single term frequencies. Since
counting expressions (multi-word sequences) would com-
plicate the process, we omitted this step in our exper-
iments.

• Portuguese terms may coincide with English ones and
counted in the first for loop. And they may have no
translation, in which case the term is omitted.

We use the BM25 term weighting scheme. Let there be
H hosts consisting of an average ` terms. Given a term t
of frequency f over a given host that contains ` terms, the
weight of t in the host becomes

log
H − h + 0.5

h + 0.5
· f(k + 1)

f + k(1 − b + b · `

`
)
. (1)

This expression turned out to perform best in our earlier re-
sults [15]. As optimal parameters, an exceptionally low value
k = 1 and a large b = 0.5 turned out to perform best in pre-
liminary experiments. Low k means very quick saturation of
the term frequency function while large b downweights con-
tent from very large Web hosts. We do not show extensive
experiments on these parameters.

3.4 Semi-supervised cross-lingual learning
based on multilingual Web sites

A large portion of national language Web content appears
on the same host in English version as well, as seen in Fig. 3.
This figure shows the proportion of the total frequency of
the 10,000 most frequent Portuguese terms within the sum
of the Portuguese and English top 10,000 frequencies. This
fact gives rise to several options of English, Portuguese and
mixed language text classification. As summarized in Fig. 2,
the simplest solution is to ignore non-English content and
simply use term frequencies of the most frequent English
terms as measured over the English part of ClueWeb09. An-
other solution, as described in Section 3.3, is to translate the
whole content term by term into English and use the model
trained over ClueWeb09 again.

We may however rely on mixed language hosts to clas-
sify without using a dictionary in a semi-supervised proce-

(a) Prediction by using the English terms only.

(b) Terms in the English model translated into
Portuguese to classify in the target language.

(c) After applying the method of Fig. 2(a),
strongest positive and negative predictions are
used for training a model in the target language.

Figure 2: Three methods for classifying mixed lan-
guage content based on a monolingual training set.

Figure 3: Statistics for the language distribution of
most frequent terms in Web hosts over the .pt do-
main, with the 257,000 English-only hosts removed,
separate for spam, ODP and unlabeled hosts. A
very large fraction of the unlabeled hosts is English
only, shown with a break in the horizontal scale.



dure using these (unlabeled) hosts. In Algorithm 2 we give
a two-step stacked classification procedure summarized in
Fig. 2(c). First we select hosts that contain an appropriate
mix of English and Portuguese terms, the middle range in
Fig. 3 between threshold low = 0.4 and threshold high =
0.6. Based on the English term frequencies of these hosts,
we give prediction using a model trained over the English
part of ClueWeb09. Now we turn to Portuguese term count
based modeling. Even in the case when no labeled Por-
tuguese training data exists, we may now use the outcome
of the English model as training labels. More precisely, if a
host has predicted value less than pred low = 0.1, then we
use the host as a negative, and if more than pred high = 0.9,
then as a positive training instance.

Algorithm 2 Stacked classification of mixed-language hosts
based on an English model

for all hosts h do
ratio[h] = total frequency of top 10,000 Portuguese
terms divided by total frequency of top 10,000 Por-
tuguese and English terms
if threshold low < ratio[h] < threshold high then

pred[h] = prediction for h based on the English model
if pred[h] < pred low then

Add h to negative training instances
if pred[h] > pred high then

Add h to positive training instances
Train a model based on Portuguese term counts using the
positive and negative instances h
Classify all testing h using the Portuguese only model

We select the intermediate training set efficiently by first
running a MapReduce job only to count the dictionary term
distribution, and then compute features for the selected hosts
but not for the others.

We also note that the procedure summarized by the scheme
in Fig. 2(c) can be used with any classifier and feature set.
In addition to training using Portuguese term frequencies,
we also compute the public content based features and com-
pare models trained on ClueWeb09 vs. the semi-supervised
“training” set.

3.5 Classification Framework
In our classifier ensemble we split features into related

sets as described in Sections 3.1–3.3 and for each set we use
a collection of classifiers that fit the data type and scale.
These classifiers are then combined by ensemble selection.
We used the classifier implementations of the machine learn-
ing toolkit Weka [45]. We use a procedure similar to [15] that
we summarize here.

In the context of combining classifiers for Web classifi-
cation, to our best knowledge, ensemble selection was only
used by our previous result [15]. Before that, only simple
methods that combine the predictions of SVM or decision
tree classifiers through logistic regression or random forest
have been used [11]. We believe that the ability to com-
bine a large number of classifiers while preventing overfit-
ting makes ensemble selection an ideal candidate for Web
classification, since it allows us to use a large number of fea-
tures and learn different aspects of the training data at the
same time. Instead of tuning various parameters of different
classifiers, we can concentrate on finding powerful features
and selecting the main classifier models which we believe to

be able to capture the differences between the classes to be
distinguished.

We used Weka ensemble selection [45] for performing the
experiments. We allow Weka to use all available models in
the library for greedy sort initialization and use 5-fold em-
bedded cross-validation during ensemble training and build-
ing. We set AUC as the target metric to optimize for and
run 100 iterations of the hillclimbing algorithm.

We use the following model types for building the model
library for ensemble selection: bagged and boosted decision
trees, logistic regression, LogitBoost, naive Bayes and ran-
dom forests. For most classes of features we use all classifiers
and allow selection to choose the best ones. The exception
is static term vector based features, where, due to the very
large number of features, we use SVM as described in Sec-
tions 3.3–3.4.

4. EXPERIMENTS
We evaluate the performance of the proposed classification

approach on a 2009 crawl of the Portuguese Web Archive
of more than 600,000 domains and 70M pages. For train-
ing our English language models, we used the English part
of ClueWeb09 of approximately 20M domains and 500M
pages. Web spam labels were provided by the Portuguese
Web Archive and the Waterloo Spam Rankings [12], respec-
tively. While the Waterloo Spam Rankings contain negative
training instances as well, for the Portuguese data we used
pages from the Open Directory Project (ODP) for this pur-
pose. The distribution of labels and the number of pages in
labeled and all hosts is seen in Fig. 4. In our results we use
the ClueWeb09 labels for training and the Portuguese Web
Archive data for testing only, thus measuring the case when
training only over English language labeled data.

We use the area under the ROC curve (AUC) [19] as
used at Web Spam Challenge 2008 [7] to evaluate our clas-
sifiers. We do not give results in terms of precision, recall,
F-measure or any other measure that depends on the se-
lection of a threshold, as these measures are sensitive to
the threshold and do not give a stable comparison of two
results. These measures, to our best knowledge, were not
used in Web classification evaluation campaigns since after
Web Spam Challenge 2007.

4.1 Feature distributions
As seen by the language distribution in Fig. 3, our Por-

tuguese testing data set consists of hosts with English to
Portuguese ratio uniformly spread between mostly English
to fully Portuguese, with the exception of a large number
of English only hosts. These latter hosts are, however, un-
derrepresented in the labeled set that we use for testing our
cross-lingual method, hence we take no specific action to
classify them.

Since most often web sites are topically classified based on
the strong signals derived from terms that appear on their
pages, our first and often most powerful classifier is SVM
over tf.idf, averaged over all pages of the host. After stop
word removal, we use the most frequent 10,000 terms both
in English and in Portuguese.

The distribution of content features differs significantly
between ClueWeb09 and the Portuguese crawl. As an ex-
ample, the relative behavior of spam compared to normal
hosts also significantly differs between ClueWeb09 and the



category .pt ClueWeb
count count

spam 124 439
honest 3375 8421
hosts 686443 19228332
pages 71656081 502368557

Figure 4: The number of positive and negative labeled host instances and the host and page count for the two
data sets. The labeled ClueWeb data is identical to that of [12]. The chart on the right shows the fraction of
labeled and all hosts with a given number of pages, with an exponential binning.

Figure 5: Distribution of the title length of the home
page over the ClueWeb09 (top) and the Portuguese
data (bottom), separate for spam and normal hosts.

Portuguese data as seen in Fig. 5. Hence we may not expect
content based features to work well across models.

4.2 Results
We show our results in terms of the AUC measure over the

Portuguese Web test data set trained over the ClueWeb09
labels in Table 1. First, we give results obtained by us-
ing the public content and link based features [9]. These
features work relative well for spam. Improved results are
obtained by using LogitBoost only instead of the full clas-
sifier ensemble, as seen by comparing the first and second
rows of Table 1. Link features (row 3) perform surprisingly
well despite of the lack of TrustRank features.

The relative power of content and link based features over
the training corpus is apparently similar. In our crossval-
idation experiment over ClueWeb09, the training set, we
obtain an AUC of 0.806 for content and 0.804 for linkage.
For the Portuguese data, the link features trained over the
ClueWeb09 corpus perform much better (0.921) than cross-

Content ensemble 0.719
Content LogitBoost 0.751
Link 0.921
English 0.752
Translated 0.861
Stacked 0.894
Translated+Stacked avg 0.895
English+Stacked avg 0.899
English+Translated avg 0.952
English+Translated+Stacked avg 0.952
English+Link avg 0.898
Translated+Link avg 0.950
Translated+Stacked+Link avg 0.953
Stacked+Link avg 0.964
English+Translated+Link avg 0.967
English+Stacked+Link avg 0.976
English+Translated+Stacked+Link 0.976

Table 1: AUC of the main classification methods
over the Portuguese test data. In the two variants
of the content based features, we give results of the
ensemble selection in the first and a single Logit-
Boost in the second column.

validated over the training data itself. This may be due to
the fact that labeled spam comes from a relative small num-
ber of link farms and hence have a very characteristic link
structure.

Next, we give our results based on the bag of words rep-
resentation for training in English and using labels of the
Portuguese collection only for testing. Considering the Por-
tuguese corpus as it was written in English (row “English”)
is clearly a bad idea, still its performance matches that of
the content features. The translation model (row “Trans-
lated”) works much better than the fully English one and is
further improved by the stacked framework of Section 3.4
(row “Stacked”). Finally, we combine subsets of the clas-
sifiers by averaging their predicted spamicity values. The
first block contains all four combinations of the three bag of
words methods (English, Translated and Stacked); and the
second block in addition combines with the LogitBoost clas-
sifier output over the link features. The combination of all
models except the Translated one is the overall best method
(last two rows). Here we observe that the combination of
the English and translated classifiers can only be beaten by
using the linkage features. On the other hand the Stacked
model combines very well with linkage and the final best re-
sult consists of their combination with the English classifier.



Conclusion
In the paper we have demonstrated the applicability of cross-
lingual Web host level spam filtering. Our experiments were
tested over more than 600,000 hosts of the .pt domain by
using the near 20M host English part of the ClueWeb09 data
sets. Our results open the possibility for Web classification
practice in national Internet archives who are mainly con-
cerned about their resources, require fast reacting methods,
and have very limited budget for human assessment.

By our experiments it has turned out that the strongest
resources for cross-lingual classification are linkage as well as
multilingual Web sites that discuss the same topic in both
English and the local language. Note that these Web sites
cannot be considered parallel corpora: we have no guarantee
of exact translations, however, as our experiments also indi-
cate, their content in different languages are topically identi-
cal. The use of dictionaries to translate a bag of words based
model also works and combine well with other methods. The
normalization of the “public” Web spam content based fea-
tures [9] across languages however seems to fail; also these
features perform weak for topical classification. Link based
features can however be used for language-independent Web
spam classification, regardless of their weakness identified in
our previous result [15].

To foster further research, we provide labels and precom-
puted values of term frequencies, content and link based fea-
tures for both ClueWeb09 and the Portuguese data available
at http://datamining.sztaki.hu/en/crosslingual/.
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trust and bias classification via biclustering. In Proc.
2nd Joint WICOW/AIRWeb Workshop on Web
Quality, pages 41–47. ACM, 2012.

[41] A. Singhal. Challenges in running a commercial search
engine. In IBM Search and Collaboration Seminar
2004. IBM Haifa Labs, 2004.

[42] P. Sorg and P. Cimiano. Enriching the crosslingual
link structure of wikipedia-a classification-based
approach. In Proceedings of the AAAI 2008 Workshop
on Wikipedia and Artifical Intelligence, pages 49–54,
2008.

[43] X. Wan. Co-training for cross-lingual sentiment
classification. In Proceedings of the Joint Conference
of the 47th Annual Meeting of the ACL and the 4th
International Joint Conference on Natural Language
Processing of the AFNLP: Volume 1-Volume 1, pages
235–243. Association for Computational Linguistics,
2009.

[44] H. Wang, H. Huang, F. Nie, and C. Ding.
Cross-language web page classification via dual
knowledge transfer using nonnegative matrix
tri-factorization. In Proc. 34th ACM SIGIR, pages
933–942. ACM, 2011.

[45] I. H. Witten and E. Frank. Data Mining: Practical
Machine Learning Tools and Techniques. Morgan
Kaufmann Series in Data Management Systems.
Morgan Kaufmann, second edition, June 2005.

[46] B. Wu, V. Goel, and B. D. Davison. Topical
TrustRank: Using topicality to combat web spam. In
Proc. 15th WWW, Edinburgh, Scotland, 2006.

[47] X. Zhu. Semi-supervised learning literature survey.
Technical Report 1530, Computer Sciences, University
of Wisconsin-Madison, 2005.



The classification power of Web features∗
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Abstract

In this paper we give a comprehensive overview of features devised for
Web spam detection and investigate how much various classes, some re-
quiring very high computational effort, add to the classification accuracy.

• We collect and handle a large number of features based on recent ad-
vances in Web spam filtering, including temporal ones, in particular
we analyze the strength and sensitivity of linkage change.

• We propose new temporal link similarity based features and show
how to compute them efficiently on large graphs.

• We show that machine learning techniques including ensemble selec-
tion, LogitBoost and Random Forest significantly improve accuracy.

• We conclude that, with appropriate learning techniques, a simple
and computationally inexpensive feature subset outperforms all pre-
vious results published so far on our data set and can only slightly
be further improved by computationally expensive features.

• We test our method on three major publicly available data sets,
the Web Spam Challenge 2008 data set WEBSPAM-UK2007, the
ECML/PKDD Discovery Challenge data set DC2010 and the Wa-
terloo Spam Rankings for ClueWeb09.
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This paper is a comprehensive comparison of the best performing classification techniques
based on [9, 37, 36, 38] and new experiments.
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Our classifier ensemble sets the strongest classification benchmark as com-
pared to participants of the Web Spam and ECML/PKDD Discovery
Challenges as well as the TREC Web track.

To foster research in the area, we make several feature sets and source
codes public1, including the temporal features of eight .uk crawl snapshots
that include WEBSPAM-UK2007 as well as the Web Spam Challenge
features for the labeled part of ClueWeb09.

1 Introduction

Web classification finds several use, both for content filtering and for building
focused corpora from a large scale Web crawl. As one notable use, Internet
archives actively participate in large scale experiments [8], some of them building
analytics services over their collections [6]. Most of the existing results on Web
classification originate from the area of Web spam filtering that have turned out
to generalize to a wide class of tasks including genre, Open Directory category, as
well as quality classification. Closely related areas include filtering and tagging
in social networks [50].

Web spam filtering, the area of devising methods to identify useless Web
content with the sole purpose of manipulating search engine results, has drawn
much attention in the past years [63, 49, 46]. The first mention of Web spam,
termed spamdexing as a combination of words spam and (search engine) in-
dexing, appears probably in a 1996 news article [27] as part of the early Web
era discussions on the spreading porn content [24]. In the area of the so-called
Adversarial Information Retrieval workshop series ran since 2005 [40] and eval-
uation campaigns including the Web Spam Challenges [18], the ECML/PKDD
Discovery Challenge 2010 [50] and the Spam task of TREC 2010 Web Track [29]
were organized. A recent comprehensive survey on Web spam filtering research
is found in [19].

In this paper we present, to our best knowledge, the most comprehensive
experimentation based on content, link as well as temporal features, both new
and recently published. Our spam filtering baseline classification procedures are
collected by analyzing the results [28, 1, 44] of the Web Spam Challenges and the
ECML/PKDD Discovery Challenge 2010 [45, 2, 58]. Our comparison is based
on AUC values [42] that we believe to be more stable as it does not depend on
the split point; indeed, while Web Spam Challenge 2007 used F-measure and
AUC, Web Spam Challenge 2008 used AUC only as evaluation measure.

Web spam appears in sophisticated forms that manipulate content as well
as linkage [47] with examples such as

• Copied content, “honey pots” that draw attention but link to unrelated,
spam targets;

• Garbage content, stuffed with popular or monetizable query terms and
phrases such as university degrees, online casinos, bad credit status or

1https://datamining.sztaki.hu/en/download/web-spam-resources
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adult content;

• Link farms, a large number of strongly interlinked pages across several
domains.

The Web spammer toolkit consists of a clearly identifiable set of manipulation
techniques that has not changed much recently. The Web Spam Taxonomy of
Gyöngyi et al. [47] distinguishes content (term) and link spamming along with
techniques of hiding, cloaking and removing traces by e.g. obfuscated redirec-
tion. Most of the features designed fight either link or content spamming.

We realize that recent results have ignored the importance of the machine
learning techniques and concentrated only on the definition of new features.
Also the only earlier attempt to unify a large set of features [20] is already
four years old and even there little comparison is given on the relative power
of the feature sets. For classification techniques, a wide selection including
decision trees, random forest, SVM, class-feature-centroid, boosting, bagging
and oversampling in addition to feature selection (Fisher, Wilcoxon, Information
Gain) were used [45, 2, 58] but never compared and combined. In this paper we
address the following questions.

• Do we get the maximum value out of the features we have? Are we
sufficiently sophisticated at applying machine learning?

• Is it worth calculating computationally expensive features, in particular
some related to page-level linkage?

• What is an optimal feature set for a fast spam filter that can quickly react
at crawl time after fetching a small sample of a Web site?

We compare our result with the very strong baselines of the Web Spam
Challenge 2008 and ECML/PKDD 2010 Discovery Challenge data sets. Our
main results are as follows.

• We apply state-of-the-art classification techniques by the lessons learned
from KDD Cup 2009 [57]. Key in our performance is ensemble classifi-
cation applied both over different feature subsets as well as over different
classifiers over the same features. We also apply classifiers yet unexplored
against Web spam, including Random Forest [14] and LogitBoost [43].

• We compile a small yet very efficient feature set that can be computed by
sample pages from the site while completely ignoring linkage information.
By this feature set a filter may quickly react to a recently discovered site
and intercept in time before the crawler would start to follow a large
number of pages from a link farm. This feature set itself reaches AUC
0.893 over WEBSPAM-UK2007.

• Last but not least we gain strong improvements over the Web Spam Chal-
lenge best performance [18]. Our best result in terms of AUC reaches 0.9
and improves on the best Discovery Challenge 2010 results.

Several recent papers propose temporal features [61, 55, 31, 52] to improve
classification accuracy. We extend link-based similarity algorithms by proposing
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metrics to capture the linkage change of Web pages over time. We describe a
method to calculate these metrics efficiently on the Web graph and then measure
their performance when used as features in Web spam classification. We propose
an extension of two link-based similarity measures: XJaccard and PSimRank
[41].

We investigate the combination of temporal and non-temporal, both link-
and content-based features using ensemble selection. We evaluate the perfor-
mance of ensembles built on the latter feature sets and compare our results to
that of state-of-the-art techniques reported on our dataset. Our conclusion is
that temporal and link-based features in general do not significantly increase
Web spam filtering accuracy. However, information about linkage change might
improve the performance of a language independent classifier: the best results
for the French and German classification tasks of the ECML/PKDD Discovery
Challenge [45] were achieved by using host level link features only, outperform-
ing those who used all features [2].

In this paper we address not just the quality but also the computational
efficiency. Earlier lightweight classifiers include Webb et al. [64] describing a
procedure based solely on the HTTP session information. Unfortunately they
only measure precision, recall and F-measure that are hard to compare with
later results on Web spam that use AUC. In fact the F and similar measures
greatly depend on the classification threshold and hence make comparison less
stable and for this reason they are not used starting with the Web Spam Chal-
lenge 2008. Furthermore in [64] the IP address is a key feature that is trivially
incorporated in the DC2010 data set by placing all hosts from the same IP
address into the same training or testing set. The intuition is that if an IP
address contains spam hosts, all hosts from that IP address are likely to be
spam and should be immediately manually checked and excluded from further
consideration.

The rest of this paper is organized as follows. In Section 2 we describe
the data sets used in this paper. We give an overview of temporal features
for spam detection and propose new temporal link similarity based ones in
Section 3. In Section 4 we describe our classification framework. The results of
the experiments to classify WEBSPAM-UK2007, ClueWeb09 and DC2010 can
be found in Section 5. The computational resource needs of various feature sets
are summarized in Section 6.

2 Data Sets

In this paper we use three data sets, WEBSPAM-UK2007 of the Web Spam
Challenge 2008 [18], the Waterloo Spam Rankings for ClueWeb09, and DC2010
created for the ECML/PKDD Discovery Challenge 2010 on Web Quality. We
only give a brief summary of the first data set described well in [18, 22] and the
second in [38], however, we describe the third one in more detail in Section 2.3.
Also we compare the amount of spam in the data sets.
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Figure 1: The number of total and labeled hosts in the 13 UK snapshots. We
indicate the number of positive and negative labels separate for the WEBSPAM-
UK2006 and WEBSPAM-UK2007 label sets.

2.1 Web Spam Challenge 2008: WEBSPAM-UK2007

The Web Spam Challenge was first organized in 2007 over the WEBSPAM-
UK2006 data set. The last Challenge over the WEBSPAM-UK2007 set was
held in conjunction with AIRWeb 2008 [18]. The Web Spam Challenge 2008
best result [44] achieved an AUC of 0.85 by also using ensemble undersampling
[23]. They trained a bagged classifier on the standard content-based and link-
based features published by the organizers of the Web Spam Challenge 2008
and on custom host-graph based features, using the ERUS strategy for class-
inbalance learning. For earlier challenges, best performances were achieved by
a semi-supervised version of SVM [1] and text compression [28]. Best results
either used bag of words vectors or the so-called “public” feature sets of [20].

We extended the WEBSPAM-UK2007 data set with 13 .uk snapshots pro-
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Label Set Instances %Positive

Training 4000 5.95%
Testing 2053 4.68%

Table 1: Summary of label sets for Web Spam Challenge 2008.

vided by the Laboratory for Web Algorithmics of the Università degli studi di
Milano. We use the training and testing labels of the Web Spam Challenge
2008, as summarized in Table 1. In order to prepare a temporal collection, we
extracted maximum 400 pages per site from the original crawls. The last 12
of the above .uk snapshots were analyzed by Bordino et al. [12] who observe
a relative low URL but high host overlap2. The first snapshot (2006-05) that
is identical to WEBSPAM-UK2006 was chosen to be left out from their exper-
iment since it was provided by a different crawl strategy. We observed that
in the last eight snapshots the number of hosts have stabilized in the sample
and these snapshots have roughly the same amount of labeled hosts as seen in
Fig. 1. From now on we restrict attention to the aforementioned subset of the
snapshots and the WEBSPAM-UK2007 labels only.

2.2 The Waterloo Spam Rankings for ClueWeb09

The English part of ClueWeb09 consist of approximately 20M domains and
500M pages. For Web spam labels we used the Waterloo Spam Rankings [29].
While the Waterloo Spam Rankings contain negative training instances as well,
we extended the negative labels with the set of the Open Directory Project
(ODP) hosts. We used 50% split for training and testing.

We labeled hosts in both the .pt crawl and ClueWeb09 by top-level ODP
categories using links extracted from topic subtrees in the directory. Out of
all labeled hosts, 642643 received a unique label. Because certain sites (e.g.,
bbc.co.uk) may belong to even all 14 top-level English categories, we discarded
the labels of 18734 hosts with multiple labels to simplify the multi-label task.
As Bordino et al. [13] indicate, multitopical hosts are often associated to poor
quality sites and spam as another reason why their labels may mislead the
classification process. The resulting distribution of labels is shown in Table 2.

2.3 Discovery Challenge 2010: DC2010

The Discovery Challenge was organized over DC2010, a new data set that we
describe in more detail next. DC2010 is a large collection of annotated Web
hosts labeled by the Hungarian Academy of Sciences (English documents), In-
ternet Memory Foundation (French) and L3S Hannover (German). The base
data is a set of 23M pages in 190K hosts in the .eu domain crawled by the
Internet Memory Foundation in early 2010.

2The dataset can be downloaded from: http://law.di.unimi.it/datasets.php
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Category No. of Hosts % of Labeled Hosts

spam 439 0.07%
Arts 97355 15.1%
Business 193678 30.1%
Computers 66159 10.3%
Recreation 65594 10.2%
Science 43317 6.7%
Society 122084 19%
Sports 54456 8.5%

Table 2: Number of positive ClueWeb09 host labels for spam and the ODP
categories.

UK2006 UK2007 ClueWeb09 DC2010

en de fr all

Hosts 10 660 114 529 500,000 61 703 29 758 7 888 190 000

Spam 19.8% 5.3% unknown 8.5% of valid labels; 5% of
all in large domains.

Table 3: Fraction of Spam in WEBSPAM-UK2006, UK2007, ClueWeb09 and
DC2010. Note that three languages English, German and French were selected
for labeling DC2010, although Polish and Dutch language hosts constitute a
larger fraction than the French. Since to our best knowledge, no systematic
random sample was labeled for ClueWeb09, the number 439 of labeled spam
hosts is not representative for the collection.

The labels extend the scope of previous data sets on Web Spam in that, in
addition to sites labeled spam, we included manual classification for genre into
five categories Editorial, Commercial, Educational, Discussion and Personal as
well as trust, factuality and bias as three aspects of quality. Spam label is
exclusive since no other assessment was made for spam. However other labels
are non-exclusive and hence define nine binary classification problems. We con-
sider no multi-class tasks in this paper. Assessor instructions are for example
summarized in [62], a paper concentrating on quality labels.

In Table 3, we summarize the amount of spam in the DC2010 data set in com-
parison with the Web Spam Challenge data sets. This amount is well-defined
for the latter data sets by the way they were prepared for the Web Spam Chal-
lenge participants. However for DC2010, this figure may be defined in several
ways. First of all, when creating the DC2010 labels, eventually we considered
domains with or without a www. prefix the same such as www.domain.eu vs.
domain.eu. However in our initial sampling procedure we considered them as
two different hosts and merged them after verifying that the labels of the two
versions were identical. Also, several domains consist of a single redirection page
to another domain and we counted these domains, too. Finally, a large fraction
of spam is easy to spot and can be manually removed. As an example of many
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Count IP address Comment

3544 80.67.22.146 spam farm *-palace.eu

3198 78.159.114.140 spam farm *auts.eu

1374 62.58.108.214 blogactiv.eu

1109 91.204.162.15 spam farm x-mp3.eu

1070 91.213.160.26 spam farm a-COUNTRY.eu

936 81.89.48.82 autobazar.eu

430 78.46.101.76 spam farm 77k.eu and 20+ domains
402 89.185.253.73 spam farm mp3-stazeni-zdarma.eu

Table 4: Selection of IP addresses with many subdomains in the DC2010 data
set.

Label Group Yes Maybe No

Spam Spam 423 4 982
News/Editorial Genre 191 4 791
Commercial 2 064 2 918
Educational 1 791 3 191
Discussion 259 4 724
Personal-Leisure 1 118 3 864
Non-Neutrality Quality 19 216 3 778
Bias 62 3 880
Dis-Trustiness 26 201 3 786

Table 5: Distribution of assessor labels in the DC2010 data set.

hosts on same IP, we include a labeled sample from DC2010, that itself contains
over 10,000 spam domains in Table 4. These hosts were identified by manually
looking at the IP addresses that serve the largest number of domain names.
Thus our sample is biased and obtaining an estimate of the spam fraction is
nontrivial, as indicated in Table 3.

The distribution of labels for the nine categories with more than 1% positive
samples (spam, news, commercial, educational, discussion, personal, neutral,
biased, trusted) is given in Table 5. For Neutrality and Trust the strong negative
categories have low frequency and hence we fused them with the intermediate
negative (maybe) category for the training and testing labels.

The Discovery Challenge 2010 best result [58] achieved an AUC of 0.83 for
spam classification while the overall winner [45] was able to classify a number
of quality components at an average AUC of 0.80. As for the technologies,
bag of words representation variants proved to be very strong for the English
collection while only language independent features were used for German and
French. The applicability of dictionaries and cross-lingual technologies remains
open.

New to the construction of the DC2010 training and test set is the handling
of hosts from the same domain and IP address. Since no IP address and do-
main was allowed to be split between training and testing, we might have to
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reconsider the applicability of propagation [48, 66] and graph stacking [54]. The
Web Spam Challenge data sets were labeled by uniform random sampling and
graph stacking appeared to be efficient in several results [22] including our prior
work [30]. The applicability of graph stacking remains however unclear for the
DC2010 data set. Certain teams used some of these methods but reported no
improvement [2].

3 Temporal Features for Spam Detection

Spammers often create bursts in linkage and content: they may add thousands
or even millions of machine generated links to pages that they want to promote
[61] that they again very quickly regenerate for another target or remove if
blacklisted by search engines. Therefore changes in both content and linkage
may characterize spam pages.

Recently the evolution of the Web has attracted interest in defining features,
signals for ranking [34] and spam filtering [61, 55, 31, 52, 37]. The earliest results
investigate the changes of Web content with the primary interest of keeping a
search engine index up-to-date [25, 26]. The decay of Web pages and links and
its consequences on ranking are discussed in [4, 35]. One main goal of Boldi et
al. [11] who collected the .uk crawl snapshots also used in our experiments was
the efficient handling of time-aware graphs. Closest to our temporal features
is the investigation of host overlap, deletion and content dynamics in the same
data set by Bordino et al. [12].

Perhaps the first result on the applicability of temporal features for Web
spam filtering is due to Shen et al. [61] who compare pairs of crawl snapshots and
define features based on the link growth and death rate. However by extending
their ideas to consider multi-step neighborhood, we are able to define a very
strong feature set that can be computed by the Monte Carlo estimation of
Fogaras and Rácz [41]. Another result defines features based on the change of
the content [31] who obtain page history from the Wayback Machine.

For calculating the temporal link-based features we use the host level graph.
As observed in [12], pages are much more unstable over time compared to
hosts. Note that page-level fluctuations may simply result from the sequence the
crawler visited the pages and not necessarily reflect real changes. The inherent
noise of the crawling procedure and problems with URL canonization [5] rule
out the applicability of features based on the change of page-level linkage.

3.1 Linkage Change

In this section we describe link-based temporal features that capture the extent
and nature of linkage change. These features can be extracted from either the
page or the host level graph where the latter has a directed link from host a to
host b if there is a link from a page of a to a page of b.

The starting point of our new features is the observation of [61] that the in-
link growth and death rate and change of clustering coefficient characterize the
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evolution patterns of spam pages. We extend these features for the multi-step
neighborhood in the same way as PageRank extends the in-degree. The ℓ-step
neighborhood of page v is the set of pages reachable from v over a path of length
at most ℓ. The ℓ-step neighborhood of a host can be defined similarly over the
host graph.

We argue that the changes in the multi-step neighborhood of a page should
be more indicative of the spam or honest nature of the page than its single-step
neighborhood because spam pages are mostly referred to by spam pages [21],
and spam pages can be characterized by larger change of linkage when compared
to honest pages [61].

In the following we review the features related to linkage growth and death
from [61] in Section 3.1.1, then we introduce new features based on the similarity
of the multi-step neighborhood of a page or host. We show how the XJaccard
and PSimRank similarity measure can be used for capturing linkage change in
Section 3.1.3 and Section 3.1.4, respectively.

3.1.1 Change Rate of In-links and Out-links

We compute the following features introduced by Shen et al. [61] on the host
level for a node a for graph instances from time t0 and t1. We let G(t) denote the
graph instance at time t and I(t)(a), Γ(t)(a) denote the set of in and out-links
of node a at time t, respectively.

• In-link death (IDR) and growth rate (IGR):

IDR(a) =
|I(t0)(a)| − |I(t0)(a) ∩ I(t1)(a)|

|I(t0)(a)|

IGR(a) =
|I(t1)(a)| − |I(t0)(a) ∩ I(t1)(a)|

|I(t0)(a)|

• Out-link death and growth rates (ODR, OGR): the above features calcu-
lated for out-links;

• Mean and variance of IDR, IGR, ODR and OGR across in-neighbors of a
host (IDRMean, IDRVar, etc.);

• Change rate of the clustering coefficient (CRCC), i.e. the fraction of linked
hosts within those pointed by pairs of edges from the same host:

CC(a, t) =
|{(b, c) ∈ G(t)|b, c ∈ Γ(t)(a)|

|Γ(t)(a)|

CRCC(a) =
CC(a, t1)− CC(a, t0)

CC(a, t0)

• Derivative features such as the ratio and product of the in and out-link
rates, means and variances. We list the in-link derivatives; out-link ones
are defined similarly:
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IGR·IDR, IGR/IDR, IGRMean/IGR, IGRVar/IGR, IDRMean/IDR,
IDRVar/IDR, IGRMean · IDRMean, IGRMean/IDRMean, IGRVar ·
IDRVar, IGRVar/IDRVar.

3.1.2 Self-Similarity Along Time

In the next sections we introduce new linkage change features based on multi-
step graph similarity measures that in some sense generalize the single-step
neighborhood change features of the previous section. We characterize the
change of the multi-step neighborhood of a node by defining the similarity of
a single node across snapshots instead of two nodes within a single graph in-
stance. The basic idea is that, for each node, we measure its similarity to itself
in two identically labeled graphs representing two consecutive points of time.
This enables us to measure the linkage change occurring in the observed time
interval using ordinary graph similarity metrics.

First we describe our new contribution, the extension of two graph similarity
measures, XJaccard and PSimRank [41] to capture temporal change; moreover,
we argue why SimRank [51] is inappropriate for constructing temporal features.

SimRank of a pair of nodes u and v is defined recursively as the average
similarity of the neighbors of u and v:

Simℓ+1(u, v) = 0, if I(u) or I(v) is empty;

Simℓ+1(u, v) = 1, if u = v; (1)

Simℓ+1(u, v) =
c

|I(u)||I(v)|

∑

v′∈I(v)
u′∈I(u)

Simℓ(u
′, v′),

where I(x) denotes the set of vertices linking to x and c ∈ (0, 1) is a decay factor.
In order to apply SimRank for similarity of a node v between two snapshots t0
and t1, we apply (2) so that v

′ and u′ are taken from different snapshots.
Next we describe a known deficiency of SimRank in its original definition

that rules out its applicability for temporal analysis. First we give the example
for the single graph SimRank. Consider a bipartite graph with k nodes pointing
all to another two u and v. In this graph there are no directed paths of length
more than one and hence the Sim values can be computed in a single iteration.
Counter-intuitively, we get Sim(u, v) = c/k, i.e. the larger the cocitation of
u and v, the smaller their SimRank value. The reason is that the more the
number of in-neighbors, the more likely is that a pair of random neighbors will
be different.

While the example of the misbehavior for SimRank is somewhat artificial
in the single-snapshot case, next we show that this phenomenon almost always
happens if we consider the similarity of a single node v across two snapshots.
If there is no change at all in the neighborhood of node v between the two
snapshots, we expect the Sim value to be maximal. However the situation is
identical to the bipartite graph case and Sim will be inversely proportional to
the number of out-links.
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3.1.3 Extended Jaccard Similarity Along Time

Our first definition of similarity is based on the extension of the Jaccard coef-
ficient in a similar way XJaccard is defined in [41]. The Jaccard similarity of
a page or host v across two snapshots t0 and t1 is defined by the overlap of its
neighborhood in the two snapshots, Γ(t0)(v) and Γ(t1)(v) as

Jac
(t0,t1)(v) =

|Γ(t0)(v) ∩ Γ(t1)(v)|

|Γ(t0)(v) ∪ Γ(t1)(v)|

The extended Jaccard coefficient, XJaccard for length ℓ of a page or host is

defined via the notion of the neighborhood Γ
(t)
k (v) at distance exactly k as

XJac
(t0,t1)

ℓ
(v) =

ℓ∑

k=1

|Γ
(t0)
k (v) ∩ Γ

(t1)
k (v)|

|Γ
(t0)
k (v) ∪ Γ

(t1)
k (v)|

· ck(1− c),

where c is a decay factor.
The XJac values can be approximated by the min-hash fingerprinting tech-

nique for Jaccard coefficients [15], as described in Algorithm 3 of [41]. The
fingerprint generation algorithm has to be repeated for each graph snapshot,
with the same set of independent random permutations.

We generate temporal features based on the XJac values for four length
values ℓ = 1 . . . 4. We also repeat the computation on the transposed graph, i.e.
replacing out-links Γ(t)(v) by in-links I(t)(v). As suggested in [41], we set the
decay factor c = 0.1 as this is the value where, in their experiments, XJaccard
yields best average quality for similarity prediction.

Similar to [61], we also calculate the mean and variance XJac(t0,t1)ℓ(w) of the
neighbors w for each node v. The following derived features are also calculated:

• similarity at path length ℓ = 2, 3, 4 divided by similarity at path length
ℓ− 1, and the logarithm of these;

• logarithm of the minimum, maximum, and average of the similarity at
path length ℓ = 2, 3, 4 divided by the similarity at path length ℓ− 1.

3.1.4 PSimRank Along Time

Next we define similarity over time based on PSimRank, a SimRank variant
defined in [41] that can be applied similar to XJaccard in the previous section.
As we saw in Section 3.1.2, SimRank is inappropriate for measuring linkage
change in time. In the terminology of the previous subsection, the reason is
that path fingerprints will be unlikely to meet in a large neighborhood and
SimRank values will be low even if there is completely no change in time.

We solve the deficiency of SimRank by allowing the random walks to meet
with higher probability when they are close to each other: a pair of random
walks at vertices u′, v′ will advance to the same vertex (i.e., meet in one step)

with probability of the Jaccard coefficient |I(u
′)∩I(v′)|

|I(u′)∪I(v′)| of their in-neighborhood

I(u′) and I(v′).
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The random walk procedure corresponding to PSimRank along with a fin-
gerprint generation algorithm is defined in [41].

For the temporal version, we choose independent random permutations σℓ

on the hosts for each step ℓ. In step ℓ if the random walk from vertex u is at
u′, it will step to the in-neighbor with smallest index given by the permutation
σℓ in each graph snapshot.

Temporal features are derived from the PSimRank similarity measure very
much the same way as for XJaccard, for four length values ℓ = 1 . . . 4. We also
repeat the computation on the transposed graph, i.e. replacing out-links Γ(t)(v)
by in-links I(t)(v). As suggested in [41], we set the decay factor c = 0.15 as this
is the value where, in their experiments, PSimRank yields best average quality
for similarity prediction. Additionally, we calculate the mean and variance
PSimRank(w) of the neighbors w for each node v and derived features as for
XJaccard.

3.2 Content and its Change

The content of Web pages can be deployed in content classification either via
statistical features such as entropy [59] or via term weight vectors [67, 31].
Some of the more complex features that we do not consider in this work include
language modeling [3].

In this section we focus on capturing term-level changes over time. For each
target site and crawl snapshot, we collect all the available HTML pages and
represent the site as the bag-of-words union of all of their content. We tokenize
content using the ICU library3, remove stop words4 and stem using Porter’s
method.

We treat the resulting term list as the virtual document for a given site at a
point of time. As our vocabulary we use the most frequent 10,000 terms found
in at least 10% and at most 50% of the virtual documents.

To measure the importance of each term i in a virtual document d at time
snapshot T , we use the BM25 weighting [60]:

t
(T )
i,d = IDF

(T )
i ·

(k1 + 1)tf
(T )
i,d

K + tf
(T )
i,d

where tf
(T )
i,d is the number of occurrences of term i in document d and IDF

(T )
i is

the inverse document frequency (Robertson-Spärck Jones weight) for the term
at time T . The length normalized constant K is specified as

k1((1− b) + b× dl(T )/avdl(T ))

such that dl(T ) and avdl(T ) denote the virtual document length and the average
length over all virtual documents at time T , respectively. Finally

IDF(T ) = log
N − n(T ) + 0.5

n(T ) + 0.5
3http://icu-project.org/
4http://www.lextek.com/manuals/onix/stopwords1.html
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where N denotes the total number of virtual documents and n(T ) is the number
of virtual documents containing term i. Note that we keep N independent of T

and hence if document d does not exist at T , we consider all tf
(T )
i,d = 0.

By using the term vectors as above, we calculate the temporal content fea-
tures described in [31] in the following five groups.

• Ave: Average BM25 score of term i over the Tmax snapshots:

Avei,d =
1

Tmax
·

Tmax∑

T=1

t
(T )
i,d

• AveDiff: Mean difference between temporally successive term weight
scores:

AveDiffi,d =
1

Tmax − 1
·

Tmax−1∑

T=1

|t
(T+1)
i,d − t

(T )
i,d |

• Dev: Variance of term weight vectors at all time points:

Devi,d =
1

Tmax − 1
·

Tmax∑

T=1

(t
(T )
i,d −Avei,d)

2

• DevDiff: Variance of term weight vector differences of temporally suc-
cessive virtual documents:

DevDiffi,d =
1

Tmax − 2
·

Tmax−1∑

T=1

(|t
(T+1)
i,d − t

(T )
i,d | −AveDiffi,d)

2

• Decay: Weighted sum of temporally successive term weight vectors with
exponentially decaying weight. The base of the exponential function, the
decay rate is denoted by λ. Decay is defined as follows:

Decayi,d =

Tmax∑

T=1

λeλ(Tmax−T )t
(T )
i,d

4 Classification Framework

For the purposes of our experiments we computed all the public Web Spam
Challenge content and link features of [20]. We built a classifier ensemble by
splitting features into related sets and for each we use a collection of classifiers
that fit the data type and scale. These classifiers were then combined by ensem-
ble selection. We used the classifier implementations of the machine learning
toolkit Weka [65].

Ensemble selection is an overproduce and choose method allowing to use
large collections of diverse classifiers [17]. Its advantages over previously pub-
lished methods [16] include optimization to any performance metric and refine-
ments to prevent overfitting, the latter being unarguably important when more
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classifiers are available for selection. The motivation for using ensemble selection
is that recently this particular ensemble method gained more attention thanks
to the winners of KDD Cup 2009 [57]. In our experiments [38] ensemble selec-
tion performed significantly better than other classifier combination methods
used for Web spam detection in the literature, such as log-odds based averaging
[56] and bagging.

In the context of combining classifiers for Web classification, to our best
knowledge, ensemble selection has not been applied yet. Previously, only sim-
ple methods that combine the predictions of SVM or decision tree classifiers
through logistic regression or random forest have been used [28]. We believe
that the ability to combine a large number of classifiers while preventing over-
fitting makes ensemble selection an ideal candidate for Web classification, since
it allows us to use a large number of features and learn different aspects of the
training data at the same time. Instead of tuning various parameters of dif-
ferent classifiers, we can concentrate on finding powerful features and selecting
the main classifier models which we believe to be able to capture the differences
between the classes to be distinguished.

We used the ensemble selection implementation of Weka [65] for performing
the experiments. Weka’s implementation supports the proven strategies to avoid
overfitting such as model bagging, sort initialization and selection with replace-
ment. We allow Weka to use all available models in the library for greedy sort
initialization and use 5-fold embedded cross-validation during ensemble train-
ing and building. We set AUC as the target metric to optimize for and run 100
iterations of the hillclimbing algorithm.

We mention that we have to be careful with treating missing feature values.
Since the temporal features are based on at least two snapshots, for a site
that appears only in the last one, all temporal features have missing value.
For classifiers that are unable to treat missing values we define default values
depending on the type of the feature.

4.1 Learning Methods

We use the following models in our ensemble: bagged and boosted decision
trees, logistic regression, naive Bayes and variants of random forests. For most
classes of features we use all classifiers and let selection choose the best ones.
The exception is static and temporal term vector based features where, due to
the very large number of features, we may only use Random Forest and SVM.
We train our models as follows.

Bagged LogitBoost: we do 10 iterations of bagging and vary the number
of iterations from 2 to 64 in multiples of two for LogitBoost.

Decision Trees: we generate J48 decision trees by varying the splitting
criterion, pruning options and use either Laplacian smoothing or no smoothing
at all.

Bagged Cost-sensitive Decision Trees: we generate J48 decision trees
with default parameters but vary the cost sensitivity for false positives in steps
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of 10 from 10 to 300. We do the same number of iterations of bagging as for
LogitBoost models.

Logistic Regression: we use a regularized model varying the ridge param-
eter between 10−8 to 104 by factors of 10. We normalize features to have mean
0 and standard deviation 1.

Random Forests: we use FastRandomForest [39] instead of the native
Weka implementation for faster computation. The forests have 250 trees and,
as suggested in [14], the number of features considered at each split is s/2, s, 2s,
4s and 8s, where s is the square root of the total number of features available.

Naive Bayes: we allow Weka to model continuous features either as a single
normal or with kernel estimation, or we let it discretize them with supervised
discretization.

5 Results and Discussion

In this section we describe the various ensembles we built and measure their
performance5. We compare feature sets by using the same learning methods
described in Section 4 while varying the subset of features available for each
of the classifier instances when training and combining these classifiers using
ensemble selection. We also concentrate on the value of temporal information
for Web spam detection. As our goal is to explore the computational cost
vs. classification performance tradeoff, we will describe the resource needs for
various features in detail in Section 6.

For training and testing we use the official Web Spam Challenge 2008 train-
ing and test sets [20]. As it can be seen in Table 1 these show considerable class
imbalance which makes the classification problem harder. For DC2010 we also
use the official training set as described in Table 5. For ClueWeb09 we used a
50% random split.

To make it easy to compare our results to previous results, we cite the Web
Spam Challenge 2008 and Discovery Challenge 2010 winner’s performance in the
summary tables next. For ClueWeb09 the only previous evaluation is in terms
of TREC retrieval performance [29] that we cannot directly compare here.

5.1 Content-only Ensemble

We build three different ensembles over the content-only features in order to
assess performance by completely eliminating linkage information. The feature
sets available for these ensembles are the following:

• (A) Public content [59, 22] features without any link based information.
Features for the page with maximum PageRank in the host are not used
to save the PageRank computation. Corpus precision, the fraction of
words in a page that is corpuswise frequent and corpus recall, the fraction

5The exact classifier model specification files used for Weka and the data files used for the
experiments are available upon request from the authors.
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of corpuswise frequent terms in the page are not used either since they
require global information from the corpus.

• (Aa) The tiniest feature set of 24 features from (A): query precision and
query recall defined similar to corpus precision and recall but based on
popular terms from a proprietary query log6 instead of the entire corpus.
A very strong feature set based on the intuition that spammers use terms
that make up popular queries.

• (B) The full public content feature set [22], including features for the
maximum PageRank page of the host.

• Feature set (B) plus a bag of words representation derived from the BM25
[60] term weighting scheme.

Table 6 presents the performance comparison of ensembles built using either
of the above feature sets. The DC2010 and ClueWeb09 detailed results are in
Table 8 and Table 9, respectively. Performance is given in AUC for all data
sets.

Feature Set N
u
m
b
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of

F
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s

U
K
20
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D
C
20
10
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lu
eW
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09

Content (A) 74 0.859 0.757 0.829
Content (Aa) 24 0.841 0.726 0.635
Content (B) 96 0.879 0.799 0.827
BM25 + (B) 10096 0.893 0.891 0.870

Challenge best - 0.852 0.830 -

Table 6: AUC value of spam ensembles built from content based features.

Surprisingly, with the small (Aa) feature set of only 24 features a perfor-
mance only 1% worse than that of the Web Spam Challenge 2008 winner can
be achieved who employed more sophisticated methods to get their result. By
using all the available content based features without linkage information, we
get roughly the same performance as the best which have been reported on our
data set so far. However this achievement can be rather attributed to the better
machine learning techniques used than the feature set itself since the features
used for this particular measurement were already publicly accessible at the
time of the Web Spam Challenge 2008.

As it can be seen in Table 6 relative performance of content based features
over different corpora varies a lot. In case of DC2010 and ClueWeb09 the small
(Aa) feature set achieves much worse result than the largest feature set having
best performance for all data sets. The fact that the content (A, Aa, B) and
link (Table 7) performances are always better for UK2007 might be explained

6A summary is available as part of our data release at https://dms.sztaki.hu/sites/

dms.sztaki.hu/files/download/2013/enpt-queries.txt.gz.
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by the fact that the UK2007 training and testing sets were produced by random
sampling without considering domain boundaries. Hence in a large domain
with many subdomains, part of the hosts belong to the training and part to
the testing set with very similar distribution. This advantage disappears for the
BM25 features.

5.2 Full Ensemble

Feature Set N
u
m
b
er
o
f

F
ea
tu
re
s

U
K
2
0
0
7

D
C
2
0
1
0

C
lu
eW

eb
0
9

Public link-based [7] 177 0.759 0.587 0.806
All combined 10 273 0.902 0.885 0.876

Table 7: Performance of ensembles built on link based and all features.

Results of the ensemble incorporating all the previous classifiers is seen in
Table 7. The DC2010 detailed results are in Table 8. Overall, we observe that
BM25 is a very strong feature set that may even be used itself for a lightweight
classifier. On the other hand, link features add little to quality and the gains
apparently diminish for DC2010, likely due to the fact that the same domain
and IP address is not split between training and testing.

The best Web Spam Challenge 2008 participant [44] reaches an AUC of
0.85 while for DC2010, the best spam classification AUC of [58] is 0.83. We
outperform these results by a large margin.

For DC2010 we also show detailed performance for nine attributes in Table 8,
averaged in three groups: spam, genre and quality (as in Table 5). Findings
are similar: with BM25 domination, part or all of the content features slightly
increase the performance. Results for the quality attributes and in particular
for trust are very low. Classification for these aspects remains a challenging
task for the future.

For ClueWeb09 detailed performance for selected ODP categories can be
seen in Table 9. Identically to DC2010 results BM25 features provide the best
classification performance. However, combinations with other feature sets yield
gains only for spam classification. For the ODP classification tasks linkage in-
formation does not help in general: the content based feature set has roughly
the same performance with or without page-level linkage information, and com-
bining with the link based feature set does not improve performance notably in
most labeling tasks.

5.3 Temporal Link Ensembles

First, we compare the temporal link features proposed in Section 3.1 with those
published earlier [61]. Then, we build ensembles that combine the temporal with
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Feature Set sp
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e

Public link-based [7] 0.655 0.614 0.519 0.587
Content (A) 0.757 0.713 0.540 0.660
Content (Aa) 0.726 0.662 0.558 0.634
Content (B) 0.799 0.735 0.512 0.668
BM25 0.876 0.805 0.584 0.739

Public link-based + (B) 0.812 0.731 0.518 0.669
BM25 + (A) 0.872 0.816 0.580 0.754

BM25 + (B) 0.891 0.810 0.612 0.744

All combined 0.885 0.813 0.553 0.734

Table 8: Performance over the DC2010 labels in terms of AUC.

Feature Set sp
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Link [7] .806 .569 .593 .591 .532 .624 .540 .504 .595
Content (A) .829 .676 .726 .632 .669 .720 .639 .673 .695
Content (Aa) .635 .508 .524 .554 .487 .558 .502 .522 .536
Content (B) .827 .673 .727 .634 .670 .720 .629 .674 .694
BM25 .845 .913 .890 .931 .907 .883 .915 .959 .914

Link + (B) .848 .675 .731 .646 .669 .727 .631 .669 .699
BM25 + (A) .871 .895 .881 .896 .879 .851 .904 .935 .892
BM25 + (B) .869 .895 .881 .898 .892 .850 .906 .934 .894

All combined .876 .896 .883 .898 .892 .852 .905 .936 .895

Table 9: Performance over the ClueWeb09 labels in terms of AUC.

the public link-based features described by [7]. The results are summarized in
Table 10. Note that all experiments in this section and Section 5.4 were carried
out on the WEBSPAM-UK2007 data set.

As these measurements show, our proposed graph similarity based features
successfully extend the growth and death rate based ones by achieving higher
accuracy, improving AUC by 1.3%. However, by adding temporal to static
link-based features we get only marginally better ensemble performance.

To rank the link-based feature sets by their contribution in the ensemble, we
build classifier models on the three separate feature subsets (public link-based,
growth/death rate based and graph similarity based features, respectively) and
let ensemble selection combine them. This restricted combination results in
a slightly worse AUC of 0.762. By calculating the total weight contribution,
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Section Feature Set
No. of

AUC
Features

3.1.1 Growth/death rates 29 0.617
3.1.3-4 XJaccard + PSimRank 63 0.625

Public link-based [7] 176 0.765

3.1.1
Public +

205 0.758
growth/death rates

3.1.3-4
Public +

239 0.769
XJaccard + PSimRank

All link-based 268 0.765

WSC 2008 Winner - 0.852

Table 10: Performance of ensembles built on link-based features.

we get the following ranked list (weight contribution showed in parenthesis):
public link-based (60.8%), graph similarity based (21.5%), growth/death rate
based (17.7%). This ranking also supports the findings presented in Table 10
that graph similarity based temporal link-based features should be combined
with public link-based features if temporal link-based features are used.

To separate the effect of ensemble selection on the performance of temporal
link-based feature sets we repeat the experiments with bagged cost-sensitive
decision trees only, a model reported to be effective for web spam classification
[59]. The results for these experiments are shown in Table 11.

Section Feature Set
No. of

AUC
Features

3.1.1 Growth/death rates 29 0.605
3.1.3 XJaccard 42 0.626
3.1.4 PSimRank 21 0.593
3.1.3-4 XJaccard + PSimRank 63 0.610

Public link-based [7] 176 0.731

3.1.1
Public +

205 0.696
growth/death rates

3.1.3-4
Public +

239 0.710
XJaccard + PSimRank

All link-based 268 0.707

WSC 2008 Winner - 0.852

Table 11: Performance of bagged cost-sensitive decision trees trained on link-
based features.

As it can be seen in Table 11, when using bagged cost-sensitive decision
trees, our proposed temporal link-based similarity features achieve 3.5% better
performance than the growth/death rate based features published earlier.
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When comparing results in Table 11 and in Table 10 we can see that ensemble
selection i) significantly improves accuracy (as expected) and ii) diminishes the
performance advantage achievable by the proposed temporal link-based features
over the previously published ones.

As evident from Table 11, the proposed PSimRank based temporal features
perform roughly the same as the growth and death rate based ones while the
XJaccard based temporal features perform slightly better.

 560

 580

 600

 620

 640

 660

 680

 700

 10  20  30  40  50  60  70  80  90  100

A
U

C

Subset of Training Set (%)

Death/Growth Rate
XJaccard
PSimRank

 0

 20

 40

 60

 80

 100

 10  20  30  40  50  60  70  80  90  100

S
ta

n
d
a
rd

 D
ev

ia
ti

o
n
 o

f 
A

U
C

Subset of Training Set (%)

Death/Growth Rate
XJaccard
PSimRank

Figure 2: Sensitivity of temporal link-based features. Top: AUC values av-
eraged across 10 measurements. Bottom: standard deviations of AUC for
different training set sizes.

Next we perform sensitivity analysis of the temporal link-based features by
using bagged cost-sensitive decision trees. We build 10 different random training
samples for each of the possible fractions 10%, 20%, . . . , 100% of all available
labels. In Fig. 2 we can see that the growth/death rate based features as well
as the PSimRank based features are not sensitive to training set size while the
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XJaccard based ones are. That is, even though XJaccard is better in terms of
performance than the other two feature sets considered it is more sensitive to
the amount of training data used as well.

5.4 Temporal Content Ensembles

We build ensembles based on the temporal content features described in Section
3.2 and their combination themselves, with the static BM25 features, and with
the content-based features of [59]. The performance comparison of temporal
content-based ensembles is presented in Table 12.

Feature Set
No. of

AUC
Features

Static BM25 10,000 0.736
Ave 10,000 0.749

AveDiff 10,000 0.737
Dev 10,000 0.767

DevDiff 10,000 0.752
Decay 10,000 0.709

Temporal combined 50,000 0.782
Temporal combined + BM25 60,000 0.789

Public content-based [59] + temporal 50,096 0.901

All combined 60,096 0.902

Table 12: Performance of ensembles built on temporal content-based features.

By combining all the content and link-based features, both temporal and
static ones, we train an ensemble which incorporates all the previous classifiers.
This combination resulted in an AUC of 0.908 meaning no significant improve-
ment can be achieved with link-based features over the content-based ensemble.

6 Computational Resources

For the experiments we used a 45-node Hadoop cluster of dual core machines
with 4GB RAM each as well as multi-core machines with over 40GB RAM.
Over this architecture we were able to compute all features, some of which
would require excessive resources either when used by a smaller archive or if the
collection is larger or if fast classification is required for newly discovered sites
during crawl time. Some of the most resource bound features involve the multi-
step neighborhood in the page level graph that already requires approximation
techniques for WEBSPAM-UK2007 [22].

We describe the computational requirements of the features by distinguish-
ing update and batch processing. For batch processing an entire collection is
analyzed at once, a procedure that is probably performed only for reasons of
research. Update is probably the typical operation for a search engine. For an
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Feature Set Step Hours Configuration

Content (A)
+ BM25

Parsing 36 45 dual core Pentium-D
3.0GHz machines, 4GB
RAM, Hadoop 0.21

Feature generation 36
Selection of labeled pages 3

Link
PageRank 10

5 eight-core Xeon 1.6GHz
machines, 40+GB RAM

Neighborhood 4
Local features 1

Table 13: Processing times and cluster configurations for feature sets over
ClueWeb09.

Internet Archive, update is also advantageous as long as it allows fast reaction
to sample, classify and block spam from a yet unknown site.

6.1 Batch Processing

The first expensive step involves parsing to create terms and links. The time
requirement scales linearly with the number of pages. Since apparently a few
hundred page sample of each host suffices for feature generation, the running
time is also linear in the number of hosts. For a very large collection such
as ClueWeb09, distributed processing may be necessary. Over 45 dual core
Pentium-D 3.0GHz machines running Hadoop 0.21, we parsed the uncompressed
9.5TB English part of ClueWeb09 in 36 hours. Additional tasks such as term
counting, BM25 or content feature generation fits within the same time frame.
If features are generated only a small labeled part of the data, it took us 3
hours to select the appropriate documents and additional processing time was
negligible. Processing times are summarized in Table 13.

Host level aggregation allows us to proceed with a much smaller size data.
However for aggregation we need to store a large number of partial feature
values for all hosts unless we sort the entire collection by host, again by external
memory or Map-Reduce sort.

After aggregation, host level features are inexpensive to compute. The fol-
lowing features however remain expensive:

• Page level PageRank. Note that this is required for all content features
involving the maximum PageRank page of the host.

• Page level features involving multi-step neighborhood such as neighbor-
hood size at distance k as well as graph similarity.

In order to be able to process graphs of ClueWeb09 scale (4.7 billion nodes and
17 billion edges), we implemented message passing C++ codes. Over a total
30 cores of six Xeon 1.6GHz machines, each with at least 40GB RAM, one
PageRank and one Bit Propagation iteration both took approximately one hour
while all other, local features completed within one hour.

Training the classifier for a few 100,000 sites can be completed within a
day on a single CPU on a commodity machine with 4-16GB RAM; here costs
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Configuration Number Feature Example Expected Computation

of Hosts Sets Accuracy

Small 10,000 Content (A) subset of 0.80-0.87 Non-
1-2 machines BM25 UK2007 distributed
Medium 100,000 Content (A) DC2010 0.87-0.90 MapReduce

3-10 machines BM25, link and Disk-based
e.g. GraphChi

Large 1,000,000 Content (B) ClueWeb09 0.9+ MapReduce
10+ machines BM25, link and Pregel

Table 14: Sample configurations for Web spam filtering in practice.

strongly depend on the classifier implementation. Our entire classifier ensemble
for the labeled WEBSPAM-UK2007 hosts took a few hours to train.

6.2 Incremental Processing

As preprocessing and host level aggregation is linear in the number of hosts,
this reduces to a small job for an update. This is especially true if we are able
to split the update by sets of hosts; in this case we may even trivially parallelize
the procedure.

The only nontrivial content based information is related to document fre-
quencies: both the inverse document frequency term of BM25 [60] and the cor-
pus precision and recall dictionaries may in theory be fully updated when new
data is added. We may however approximate by the existing values under the
assumption that a small update batch will not affect these values greatly. From
time to time however all features beyond (Aa) need a global recomputation step.

The link structure is however nontrivial to update. While incremental al-
gorithms exist to create the graph and to update PageRank type features
[32, 33, 53], these algorithms are rather complex and their resource require-
ments are definitely beyond the scale of a small incremental data.

Incremental processing may have the assumption that no new labels are
given, since labeling a few thousand hosts takes time comparable to batch pro-
cess hundreds of thousands of them. Given the trained classifier, a new site can
be classified in seconds right after its feature set is computed.

7 Conclusions

With the illustration over the 100,000 host WEBSPAM-UK2007, the half billion
page ClueWeb09, and the 190,000 host DC2010 data sets, we have investigated
the tradeoff between feature generation and spam classification accuracy. We
observe that more features achieve better performance, however, when combin-
ing them with the public link based feature set we get only marginal perfor-
mance gain. By using the WEBSPAM-UK2007 data along with seven previous
monthly snapshots of the .uk domain, we have presented a survey of temporal
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features for Web spam classification. We investigated the performance of link,
content and temporal7 Web spam features with ensemble selection. As practi-
cal message, we may conclude that, as seen in Table 14, single machines may
compute content and BM25 features for a few 10,000 hosts only. Link features
need additional resources and either compressed, disk based or, in the largest
configuration, Pregel-like distributed infrastructures.

We proposed graph similarity based temporal features which aim to capture
the nature of linkage change of the neighborhoods of hosts. We have shown
how to compute these features efficiently on large graphs using a Monte Carlo
method. Our features achieve better performance than previously published
methods, however, when combining them with the public link-based feature set
we get only marginal performance gain.

By our experiments it has turned out that the appropriate choice of the
machine learning techniques is probably more important than devising new
complex features. We have managed to compile a minimal feature set that can
be computed incrementally very quickly to allow to intercept spam at crawl
time based on a sample of a new Web site. Sample configurations for Web spam
filtering are summarized in Table 14.

Our results open the possibility for spam filtering practice in Internet archives
who are mainly concerned about their resource waste and would require fast re-
acting filters. BM25 based models are suitable even for filtering at crawl time.

Some technologies remain open to be explored. For example, unlike ex-
pected, the ECML/PKDD Discovery Challenge 2010 participants did not deploy
cross-lingual technologies for handling languages other than English. Some ideas
worth exploring include the use of dictionaries to transfer a bag of words based
model and the normalization of content features across languages to strengthen
the language independence of the content features. The natural language pro-
cessing based features were not used either, that may help in particular with
the challenging quality attributes.
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[46] Z. Gyöngyi and H. Garcia-Molina. Spam: It’s not just for inboxes anymore.
IEEE Computer Magazine, 38(10):28–34, October 2005.
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Abstract—Location prediction over mobility traces may find
applications in navigation, traffic optimization, city planning
and smart cities. Due to the scale of the mobility in a metropolis,
real time processing is one of the major Big Data challenges.

In this paper we deploy distributed streaming algorithms
and infrastructures to process large scale mobility data for fast
reaction time prediction. We evaluate our methods on a data
set derived from the Orange D4D Challenge data representing
sample traces of Ivory Coast mobile phone users. Our results
open the possibility for efficient real time mobility predictions
of even large metropolitan areas.

Keywords-Mobility, Big Data, Data Mining, Visualization,
Distributed Algorithms, Streaming Data

I. INTRODUCTION

Intelligent Transportation is at the center of worldwide
transport policies intending to consolidate efficient and
sustainable transport systems and associated infrastructures.
The belief is that smart systems can receive, manage and
provide valuable information that will allow transport users
and operators to deal with a vast variety of traffic situations:
congestion, safety, tolling, navigation support, law enforce-
ment, as well as environmental sustainability.

Real time traffic prediction, as opposed to offline city
planning, requires processing the incoming data stream
without first storing, cleaning and organizing it in any sense.
Scalability and low latency are crucial factors to enable any
future technology to deal with mobility traces. This situa-
tion pushes towards new algorithms (typically, approximate
or distributed) and new computational frameworks (e.g.,
MapReduce, NoSQL and streaming data). In this paper, we
show that location prediction algorithms can be implemented
in a distributed streaming environment, and remarkably
high throughput can be achieved with low latency using a
properly designed streaming architecture.

We use the D4D Challenge Data Set1 for our experiments.
In our research the emphasis is on the algorithmic and
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the European Union, co-financed by the European Social Fund.
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semester at AIT-Budapest http://www.ait-budapest.com/.

1http://www.d4d.orange.com/home

software scalability of the prediction method. Although there
exist publications with similar goals, even recent results [1]
consider data sets of similar or smaller size compared to
D4D. Furthermore, we multiplied the original data set to
meet the requirements of a metropolitan area of several
million people using mobile devices all day.

The rest of this paper is organized as follows. Section II is
devoted to describing the streaming data processing software
architecture. Section III shows how distributed mobility data
stream processing can be implemented in this architecture
using Storm. Section IV describes the D4D data set used for
our experiments. In Section V we describe the elements of
the modeling and prediction framework. In Section VI we
give our results, both in terms of accuracy and scalability.
Finally related results are summarized in Section VII.

II. STREAMING ARCHITECTURE

Figure 1 depicts the layered architecture of our pro-
posed general mobility data processing solution. The system
enables easy model implementation while relying on the
scalability, low latency and fault tolerance of the underlying
distributed data processing software.

Distributed stream processing frameworks have not yet
reached the same level of maturity such as batch processing
ones based on MapReduce and key-value stores. Certain
mature frameworks such as Hadoop [18] reach the required
level of scalability, but cannot provide mechanisms for
streaming input and real time response. As it is yet unclear
which programming model of distributed stream processing
will reach the same maturity and acceptance, we build an
abstract stream processing layer capable of using some of
the competing alternatives. We indicated Storm and S4 in
Figure 1 as the most promising ones.

Stream processing frameworks cannot directly guarantee
to store history information as their processing modules may
restart from scratch after failures. For example if a machine
crashes that stores information on part of the users in
memory, these users will be repartitioned to other machines
with empty history by default. To ensure that the history is
preserved over the processing nodes even in case of failures,
we build a generic persistence module (bottom right side of
Figure 1). We store information on users and cell towers
needed for modeling in distributed key-value stores. The



Figure 1. Layers of our mobility prediction architecture: the streaming
framework (bottom left), persistence components (bottom right), and the
custom analytics (top).

visualization dashboard also gets the required data through
the storage adapter.

We defined a modular architecture for caching and seri-
alization. Since near real time processing is very important,
we deploy Cassandra [11] due to its high throughput writing
capabilities and memcached [7] for its efficiency.

The mobility data processing layer (second from top in
Figure 1) provides domain-specific primitives. For example,
parsers, abstract data records and processing components for
call detail records (CDRs) and other types of input are de-
fined here. Built on these primitives, on the top of Figure 1,
user defined functions implement history collection and
location prediction. On the top level of our architecture, the
implementation details of distributed processing, persistence,
caching and serialization are hidden from the programmer
to enable agile and straightforward model implementation.

III. DISTRIBUTED LOCATION PREDICTION
IMPLEMENTATION

Our demonstration is based on Storm, a scalable, robust
and fault tolerant, open source real time data stream pro-
cessing framework developed and used by Twitter and many
others [12]. Key to a practical application, Storm takes all
the burden of scalability and fault tolerance.

We implement the required processing elements using the
predefined abstract components of the Storm API: spouts
responsible for creating input and bolts containing the
processing step. Storm can distribute and balance multiple
instances of spouts and bolts in the cluster automatically.
Bolts can be connected to each other in acyclic processing
graph by data packet streams as seen in Fig. 3.

Raw mobility data is read into the memory by an external
application and is put into a lightweight message queuing
system called Kestrel [4]: Storm spouts get their data from
this buffer.

Key to our application is that partitioning can be con-
trolled. As seen in Fig. 2, we may split incoming records
both by user and by cell tower. Hence we may define

Figure 2. Sample input data partitioning in the streaming framework. Input
records consist of tuples of user, cell tower and time stamp and may get
partitioned both based on user and cell ID. User and cell based models
may get merged through the data aggregator element of the streaming
framework.

Figure 3. System block diagram of the Storm streaming components.
Regular arrows show normal while dashed show the low frequency periodic
special “tick” packets.

processing components both on the user and on the cell
tower base. Finally user and cell tower models can be
merged by using data aggregators.

We define two types of data flow, as seen in Fig. 3:
• One regular packet starts from the single spout for each

input record that spreads along the thick edges in Fig. 3.
• Periodic aggregation updates move model information

along the dashed edges initiated by the special built-in
Storm tick packets.

We describe our algorithms by specifying the type of data
moving along different edges of Fig. 3 and describing the
algorithms implemented within each node of the Figure, the
bolts that correspond to the steps described in Section V.

• The spout element emits tuples (u, a, t) of user, cell
and time stamp.

• User history elements send sequences of (a, t) tuples
of the past steps both to the last cell statistics bolt for
recording the new user location and to the previous cell
for counting frequencies through the cell.

• User history elements send trees rooted at the current



location (a, t) weighted with transition probabilities.
• Cell statistics elements periodically submit the frequent

patterns to a single cell statistics aggregator bolt.
• The cell statistics aggregator bolt periodically refreshes

the cell frequent patterns to all user statistics predictors.
• User statistics predictors emit the aggregated future

history of the user in a form of rooted trees. This
element is used in the current experiment to measure
the accuracy of the user location prediction.

• User prediction aggregator periodically emits the pre-
dicted density of all cells seen in the prediction of the
given user for aggregation by the single cell density ag-
gregator element. In the current experiment this element
measures the accuracy of the cell density prediction.

IV. THE D4D DATA SET

We used the Fine Resolution Mobility Trace Data Set
(SET2) of the D4D Challenge [2], containing trajectories
of randomly sampled individuals over two week periods.
Trajectories have the granularity of cell tower locations.
Only locations associated with voice, text or data traffic
events are provided.

The SET2 data contains 50 million events. In a day, a
large metropolis is expected to generate records two to three
orders of magnitude more, especially if all locations related
to all communication with the base stations is provided. Our
target is to process events in the order of 100,000 in a second
corresponding to several million people, each generating an
event in every minute.

The fine-grained D4D data set is sparse to protect privacy.
To reach the targeted amounts of data we merged the two
week chunks of user location samples and considered the
resulting data as if it is coming from a single two weeks
period. The resulting weekly aggregated traffic volume is
shown in Fig. 5, indicating that considering the time of the
day only may be a good approximation for user motion.

The fact that only two-week user histories are available
in the data set poses certain limitations for our experi-
ments, however provides realistic distributions for scalability
testing. In the data set the median users only visits three
locations, and the mean only visits six. The median user
generates 46 events, out of which changes location thirteen
times. Most calls are in the same location as the previous
call as seen in Fig. 4. We can achieve near 70% accuracy
by always predicting the user’s last location. In addition,
we should only ever predict locations that a user has visited
before and since we cannot see a smooth path for how a user
moves over time, for now we ignore the physical layout of
the antennas and treat location prediction as a classification
problem.

V. MODELS FOR LOCATION PREDICTION

We give sample models to predict user movement and traf-
fic congestion. We produce a simple yet realistic framework
for location prediction sufficiently complex for scalability

Figure 4. Fraction of calls that are at a different antenna than the previous
call for that user (y axis) by time of day (x axis). We can see morning
and evening rush hour, and people move less at night. Even at the peak of
morning rush hour, more then three quarters of all calls are from the same
location as before.

testing. We predict sequences and evaluate always for the
next known location after the predefined prediction period.

The main component of our model is based on learning
the patterns of individual user motion histories. Our main
assumption is that for most users, their location follows a
daily regular schedule, i.e. they leave to work and return
home at approximately the same time of the day over
roughly the same route. This assumption is confirmed for
other data sets e.g. in [9]. We consider typical locations and
two-step frequent patterns. For each user, we generate the
following set of features:

• Time of the day;
• Time elapsed since the previous location;
• Ratio of events from frequently used antennas;
• Typical locations at the time of the day and distance

from previous location;
• Typical length of stay in one place in general and

depending on time of the day.
The last two classes of features are implemented by nearest
neighbor search among blocks of events consisting of subse-
quent events from the same location. Distance is calculated
by taking the time of the day, the duration of stay at the same
location, the geographical distance and the equality of the
present and the past antennas. We compute the nearest two
neighbors under four different selection of these attributes:

(A) Time of the day only;
(B) Time of the day and equality of the past cell tower;
(C) Duration of stay and distance from the previous

cell tower;
(D) Time of the day, duration of stay and distance from

the previous cell tower.
Based on the above feature set, we use decision trees for

modeling. First we predict whether the user changed or re-
mained in the same location. For location prediction we have
no information other than user past locations and frequent
paths through user most recent locations. Hence we train
classifiers separate for each of the following possibilities for
the next location:

• Same as previous location;
• Most frequent (second most frequent) location;



Figure 5. Volume of traffic (vertical axis) as the function of the day of
the week (1–7) and hour (0–23) over the horizontal axes.

• One of the nearest neighbor locations;
• Next step over frequent paths—here longer paths could

also be computed, e.g. by streaming FP-trees [8].

We consider the first week as training period: for each
user event, we compute all the above features based on the
user history before the event. We give a set of binary labels
to the event to mark whether the user stayed in the previous
location or moved to one of the potential new locations. As
additional features, we also compute the physical distance
of the last location to each of the potential new ones.

In our implementation, the modeling steps correspond
to the Storm bolts of Fig. 3 as follows. User features
are computed based on past history in the user move
history bolt. In order to compute frequent paths, the
cell tower statistics bolt receives the last few
user steps from the user move history bolt. Frequent
paths need only be periodically updated and this is done in
the cell tower statistics bolt that feeds the user
statistics/predictor bolt with updates. This bolt is
capable of implementing the pre-trained decision tree model.

VI. EXPERIMENTS

In this section we describe our measurements for speed,
scalability and quality. To emphasize scalability in the num-
ber of threads and machines, we ran our experiments over
a Storm 0.9.0-wip4 cluster of 35 old dual core Pentium-D
3.0GHz machines with 4GB RAM each.

The spouts emit as many records as the Storm framework
is able to process. We partitioned the data for the spouts and
for each spout, we loaded its data set into memory while
initializing the topology. We iterated over the data infinitely,
i.e. the same user moves were emitted repeatedly.

Figure 6. Number of records emitted by two spouts per 13 minutes (vertical
axis, records per second) after initializing the topology (with seconds on
the horizontal axis). Red and blue lines indicate throughput of two spouts
and the black bold line is the aggregated speed.

Figure 7. Throughput (number of records per second) as the function of
the number of servers in the Storm cluster, with five input spouts residing
at five different servers.

A. Scalability and Latency

To test scalability of location prediction we test how the
throughput (the number of events processed per second)
changes when new nodes are added to the cluster. To avoid
misleading figures due to caching, we ran the system for
10 minutes before starting to measure the predictor element
processing rate. Figure 6 shows how system throughput
normalizes after initialization.

Figure 7 depicts throughput speed. Near linear scalability
can be observed in the number of servers and threads: We
may reach rates of a few 100,000 records in a second, which
is well beyond the desired threshold.

The average latency of the system was low, processing
an input record took about 1023 ms. We did observe larger
values when initializing the system, but this value remained
relatively constant when adding or removing nodes.

B. Fault Tolerance

When a node fails, a new node is initialized with the
stored states of the affected processing components. Ac-
cording to the guarantees of Storm, the lost packets are
also processed again. Figure 8 shows how node failures
affect overall performance. We can observe rapid recoveries,
despite of the large number of failing nodes, the overall
performance remains predictable.

C. Accuracy

Next we evaluate the accuracy of our location prediction
methods by giving F-measure (averaged for the positive and
negative classes) and AUC values. We predict the location
of active users for at least 15 minutes in the future. We



Figure 8. Throughput (number of records per second) as the function of
the time passed (absolute times), with six nodes, each with a spout. One
node works continuously, while the others occasionally stop.

All Active
F AUC F AUC

next 0.888 0.914 0.888 0.886
15 mins 0.859 0.905 0.819 0.896
1 hour 0.861 0.909 0.815 0.890

Table I
ACCURACY OF THE PREDICTION WHETHER A GIVEN USER MAKES THE

NEXT CALL FROM A NEW LOCATION.

consider a user active if he or she has at least 1000 events
during the two-week period. There are 1126 such users in
the data set. We use the first week of data for all users for
training and evaluate over the second week.

The prediction for users staying in place is given in
Table I. Here we observe that the prediction quality is very
high and slightly decays as we look farther ahead in the
future. The decision tree has 37 nodes using the following
sample of attributes in approximate order of tree depth:

• Previous location equal to most frequent user cell;
• Fraction of the last and the most frequent cells in the

user history so far;
• Geographical distance and duration of stay at nearest

neighbor (D) and other nearest neighbors in case of the
active users;

• Elapsed time since arrival to the last location.
The prediction for the next user location is evaluated for

active users for a minimum of 15 minutes in the future.
As seen in Table II, we perform binary classification tasks
for ten different types of likely next locations for the user.
Note that some of these locations may coincide or not exist,
hence no multi-class classification is possible. Based on
the measured accuracy of the methods and the likelihood
assigned by the decision tree, it is easy to merge the binary
predictions into a prediction of a single location.

The decision for the most frequent continuation of the
last two cell locations is weak, however misclassification

F AUC
same as previous 0.862 0.896
most frequent 3-step trajectory 0.372 0.623
nearest neigbor (A) 0.637 0.686
second nearest neigbor (A) 0.633 0.633
nearest neigbor (B) 0.710 0.699
second nearest neigbor (B) 0.700 0.695
nearest neigbor (C) 0.708 0.705
second nearest neigbor (C) 0.698 0.695
nearest neigbor (D) 0.553 0.686
second nearest neigbor (D) 0.672 0.669

Table II
ACCURACY OF THE PREDICTION FOR DIFFERENT TYPES OF NEW

LOCATIONS AS DESCRIBED IN SECTION V.

Figure 9. Visualization of the cell traffic prediction (red circles show actual
sizes while green is the prediction), with a sample of individual movement
predictions (black lines are real, colored lines are predicted moves).

is imbalanced: we almost never misclassify users who do
not follow the frequent path. Here the decision tree is
surprisingly small, it has only five leaves. The first decision
splits whether the user stayed for more or less than one day
at the same location. Subsequent decisions use the fraction of
the previous cell among all cells of the user and the distance
of the last step taken.

For nearest neighbors, the decision trees mostly choose
based on physical distance. This is the main reason why
we see very similar measures for the last eight classification
problems. In addition, some features to determine whether
the user stays in place are also used but in general the
decision trees are much smaller than for staying in place.

We developed a visualization demo application to demon-
strate the use of individual trajectory predictions: Fig. 9
shows the aggregated predicted and real cell density as well
as the predicted and real trajectories of random users.



VII. RELATED RESULTS

The idea of using mobility traces for traffic analysis is
not new. Early papers [14] list several potential applications,
including traffic services, navigation aids and urban system
mapping. In [14] a case study of Milan, while in [1] of New
York City suburbs are presented.

Mobility, City Planning and Smart City are considered by
many major companies. IBM released redguides [10], [15]
describing among others their IBM Traffic Prediction Tool
[15]. Unfortunately little is known about the technology and
the scalability properties of existing proprietary software.

Several recent results [9], [16], [3], [17], [19] analyze and
model the mobility patterns of people. In our results we rely
on their findings, e.g. the predictability of user traces.

We are aware of no prior results that address algorithmic
and software issues of the streaming data source. Mobility
data naturally requires stream processing frameworks [12],
[13], [5]. A wide range of stream processing solutions are
available: For example, major social media companies have
all developed their software tools [6].

VIII. CONCLUSIONS AND FUTURE WORK

In this preliminary experiment we demonstrated the appli-
cability of data streaming frameworks for processing mass
mobility streams: Low latency and high throughput values
enable building real-time applications based on motion pre-
diction. Given more detailed data, our framework is suitable
for detecting flock (motion of groups), deviation of real track
from expected (map) or permitted (restricted areas) tracks.
Our results open the ground for advanced experimentation
regarding the quality of large scale mobility prediction
suitable for example for real time traffic prediction.
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