Quantum computation of the Anderson transition in the presence of imperfections
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We propose a quantum algorithm for simulation of the Anderson transition in disordered lattices and study numerically its sensitivity to static imperfections in a quantum computer. In the vicinity of the critical point the algorithm gives a quadratic speedup in computation of diffusion rate and localization length, comparing to the known classical algorithms. We show that the Anderson transition can be detected on quantum computers with 7–10 qubits.
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The problem of metal-insulator transition of noninteracting electrons in a disordered potential was pioneered by Anderson in 1958 [1]. Since then it continues to attract an active interest of researchers all over the world (see, e.g., Refs. [2–4], and references therein). In addition to analytical and experimental studies of the problem important contribution to the understanding of its properties was made with the help of numerical simulations based on various computational methods adapted to the physics of this phenomenon. Indeed, the numerical studies allowed one to obtain some values of critical exponents in the vicinity of the transition and to study certain system characteristics at the critical point including level spacing statistics and conductance fluctuations for the cases of different symmetries and system dimensions (see, e.g., Refs. [3–7]). These numerical simulations are performed with the help of modern supercomputers and are at the border of their computational capacity.

The recent progress in quantum computation demonstrated that due to quantum parallelism certain tasks can be performed much faster on a quantum computer (see Ref. [8], and references therein). The most known example is the Shor algorithm for factorization of large integers [9], which is exponentially faster than any known classical algorithm. A number of efficient quantum algorithms was also proposed for simulation of quantum evolution of certain Hamiltonians including many-body quantum systems [10,11] and problems of quantum chaos [12–14]. In Ref. [13] it was shown that the evolution propagator in a regime of dynamical or Anderson localization can be simulated efficiently on a quantum computer. However, the algorithm proposed there requires a significant number of redundant qubits and is not accessible for an experimental implementation with a first generation of quantum computers composed of 5–10 qubits.

In this paper we propose a quantum algorithm for a quantum dynamics in the regime of Anderson localization. This algorithm requires no redundant qubits thus using the available $n_q$ qubits in an optimal way. The propagation on a unit time step is performed in $O(n_q^2)$ quantum elementary gates while any known classical algorithm requires $O(2^{n_q})$ operations for a vector of size $N = 2^{n_q}$. Due to these properties the Anderson transition can be already detected on a quantum computer with 7–10 qubits. The basic elements of the algorithm involve one qubit rotations, controlled phase shift $C(\phi)$ and controlled-NOT gate $C_N$. The important component of the algorithm is the well-known quantum Fourier transform (QFT) described in Ref. [8]. All these quantum operations have been already realized for 3–7 qubits in NMR-based quantum computations reported in Refs. [15,16]. Thus the main obstacle for experimental detection of the Anderson transition in quantum computations is related to the effects of external decoherence [17] and residual static imperfections [18] which restrict the number of available quantum gates. The results obtained for operating quantum algorithms [14,19] show that the effects of static imperfections affect the accuracy of quantum computation in a stronger way comparing to the case of random noisy gate errors. Due to that in this paper we concentrate our studies on the case of static imperfections investigating their impact on the system properties in the vicinity of the Anderson transition.

To study the effects of static imperfections in quantum computations of the Anderson transition we choose the generalized kicked rotator model described by the unitary evolution of the wave function $\psi$:

$$\bar{\psi} = U \psi = \exp[-i V(\theta,t)] \exp[-i H_0(\hat{n})] \psi.$$  \hspace{1cm} (1)

Here $\bar{\psi}$ is the new value of $\psi$ after one map iteration given by the unitary operator $U$. $H_0(n)$ gives the rotational phases in the basis of momentum $\hat{n} = -i \partial/\partial \theta$, the kick potential $V(\theta,t)$ depends on the rotator phase $\theta$ and time $t$ measured in number of kicks, $\psi(\theta+2\pi) = \psi(\theta)$. For $V(\theta,t) = k \cos \theta$ and $H_0 = T n^2/2$, one has the kicked rotator model described in detail in Ref. [20]. The evolution given by Eq. (1) results from the Hamiltonian $H = H_0(n) + V(\theta,t) \delta_1(t)$, where $\delta_1(t)$ is a periodic $\delta$ function with period 1, and $(n,\theta)$ are conjugated variables. In the case when the potential $V(\theta,t) = -2 \tan^{-1}[2(k \cos \theta + \cos \omega_1 t + \cos \omega_2 t)]$ depends quasi-periodically on time $t$ the model can be exactly reduced to the three-dimensional (3D) Lloyd model [21]. Indeed, the time dependence of $V(\theta,t)$ can be eliminated by introduction of extended phase space with a replacement $H_0 \rightarrow H_0(n) + \omega_1 n_1 + \omega_2 n_2$. Then the linear dependence on quantum numbers $n_{1,2}$ gives fixed frequency rotations of the conjugated phases $\delta_{1,2} = \omega_{1,2} t$. The extensive studies performed in Ref. [21] showed that this model displays the Anderson metal-insulator transition at $k = k_0 \approx 0.5$ with the critical ex-
ponents being close to the values found in other 3D solid state models. In this paper following Ref. [22] we choose in Eq. (1) the potential

\[ V(\theta, t) = k(1 + 0.75 \cos \omega_1 t \cos \omega_2 t) \cos \theta \]

with \( \omega_1 = 2 \pi \lambda^{-1} \), \( \omega_2 = 2 \pi \lambda^{-2} \), and \( \lambda = 1.3247 \ldots \) being the real root of the cubic equation \( x^3 - x - 1 = 0 \). The rotation phases \( H_0(n) \) are randomly distributed in the interval \((0,2\pi)\). This model shows the Anderson transition at \( k_c = 1.8 \) [22] with the characteristics similar to those of the Lloyd model studied in Ref. [21].

The quantum algorithm simulating the time evolution of this model is constructed in the following way. The quantum states \( n = 0, \ldots, N-1 \) are represented by one quantum register with \( n_q \) qubits so that \( N = 2^{n_q} \). The initial state with all probability at \( n_0 = 0 \) corresponds to the state \( |00 \ldots 0\rangle \) (momentum \( n \) changes on a circle with \( N \) levels). The phase rotation \( U_\gamma = \exp[-iH_\gamma(n)] \) in the momentum basis \( n \) is performed with the help of quantum random phase generator built from two unitary operators \( U^{(1)}_\gamma \) and \( U^{(2)}_\gamma \). The operator \( U^{(1)}_\gamma = \Pi^{(1)}_{j=1} e^{i\phi_j} \) gives rotation of qubit \( j \) by a random phase \( \phi_j \). Here and below \( \sigma^x, \sigma^y, \sigma^z \) are Pauli matrices. To improve the independence of quantum phases we then apply the operator \( U^{(2)}_\gamma = \Pi^{(2)}_{k=1} C_N(iM-k,jM-1) \Pi^{(1)}_{j=1} e^{i\phi_j} C_N(i_k,j_k) \). This transformation represents a random sequence with \( M \) one-qubit phase shifts \( e^{i\phi_j} \sigma_j^z \) and controlled-NOT gates \( C_N(i_k,j_k) \) followed by the inverted sequence of controlled-NOT gates \( C_N(i_{M-k},j_{M-1}) \). Here \( C_N(i_k,j_k) \) inverts the qubit \( j_k \) if the qubit \( i_k \) is 1; \( i_k \) and \( j_k \) are chosen randomly. The resulting random quantum phase generator \( U_\gamma = U^{(1)}_\gamma U^{(2)}_\gamma \) gives more and more independent random phases with the increase of \( M \). We use \( M = 2n_q \) (at \( n_q = 10 \)), which according to our tests generates good random phases.

This step involves \( 3M + n_q \) quantum gates. After that the kick operator \( U_k = \exp[-iH_k(t)\cos \theta] \) is performed as follows. First, with the help of the QFT the wave function is transformed from momentum \( n \) to phase representation in \( O(n_q^2/2) \) gates. Then \( \theta \) can be written in the binary form with the condition \( \theta/2\pi = a_1a_2 \ldots a_{n_q} \) with \( a_j = 0 \) or 1. It is convenient to use the notation \( \theta = \pi a_1 + \pi \theta \) to single out the most significant qubit. Then due to the relation \( \cos \theta = (-1)^{a_1} \cos \theta = \sigma_1^z \cos \theta \) the kick operator takes the form \( U_k = e^{-i\theta\sigma_1^z} \). This operator can be approximated to an arbitrary precision by a sequence of one-qubit gates applied to the first qubit and the diagonal operators \( S^{\nu} = e^{i\nu a_k \sigma_1^z} \). The \( S \) operators are given by the product of \( n_q - 1 \) two-qubit gates \( S^{\nu} = \Pi^{(2-1)}_{j=1} C_{1,j}(\nu \pi 2^{-j+1}) \). The controlled phase shift gate \( C_{1,j}(\nu \pi 2^{-j+1}) \) makes a phase shift \( e^{i\nu \pi 2^{-j+1}} \) if both qubits \( j_1, j_2 \) are 1.

Next we introduce the unitary operator

\[ R_\gamma(\theta) = HS^1 He^{-i(\gamma/2)\sigma_1^x} HS^{-2} He^{-i(\gamma/2)\sigma_1^y} HS^1 H \]

where \( H = (\sigma_1^x + \sigma_1^y)/\sqrt{2} \) is the Hadamard gate. It can be exactly reduced to the form \( R_\gamma(\theta) = \cos(\gamma/2) - i\sigma_1^z \sin \gamma \cos(\theta) + i\sigma_1^x \sin(\gamma/2) \sin(2\theta) \) and hence for small \( \gamma \) we have \( R_\gamma(\theta) = e^{-i\sigma_1^z \gamma \cos \theta + i\sigma_1^x (\gamma/4) \sin(2\theta) + O(\gamma^3)} \). The term with \( \gamma^2 \) can be eliminated using the symmetric representation

\[ R_{\gamma/2}(\theta) \]

\[ = HS^1 He^{-i(\gamma/4)\sigma_1^x} HS^{-2} He^{-i(\gamma/4)\sigma_1^y} HS^1 H \]

\[ = e^{-i\mu_1 \gamma \cos \theta + O(\gamma^3)} \]

The kick operator is given by

\[ U_k = [R_{\gamma/2}(\theta) R_{-\gamma/2}(\theta)] O(1) \]

where the number of steps \( l = k/\gamma \), and we used in our numerical simulations the small parameter \( \gamma = k/2 = 0.2 \) that gives \( l = 5-10 \) for \( k \sim 1-2 \). After that the state is transferred to the momentum representation by the QFT. Thus an iteration (1) is performed for \( 2^{n_q} \) states in \( n_q \) elementary gates where \( n_q = 2[k/\gamma(n_q + 2)] + n_q^2 + 6n_q + 3M + 9 \) with the square brackets denoting the integer part. This algorithm is optimal for the kicked rotator model with moderate values of \( k \) where \( n_q \) value remains reasonable. It can be easily generalized to \( d \) dimensions.

In our numerical simulations we study the effects of static quantum computer imperfections considered in Refs. [14,18,19]. In this case all gates are perfect but between gates \( \psi \) accumulates a phase factor \( e^{i\psi} \) with \( \phi = \Sigma_j(\eta_j \sigma_j^z + \mu_j \sigma_j^x \sigma_j^z) \). Here \( \eta_j, \mu_j \) vary randomly with \( j = 1, \ldots, n_q \). \( \eta_j \) represents static one-qubit energy shifts, \( \epsilon/2 < \eta_j < \epsilon/2 \), and \( \mu_j \) represents static interqubit couplings on a circular chain, \( -\mu/2 \leq \mu_j \leq \mu/2 \).

An example of time evolution of probability distribution in the momentum representation \( n \) is shown in Fig. 1. Below the Anderson transition \((k < k_c)\) the probability remains bounded near initial value \( n_0 \). Above it \((k > k_c)\) a diffusional spreading in \( n \) takes place. Comparing to the ideal
dependence is presented in Fig. 3. Here, which depends on \( k \). 

For moderate imperfections, during a rather long time interval \( t \), the left/right column corresponds to localized/delocalized phase at \( k=1.2 \) and \( k=2.4 \), respectively. The three curves represent \( \epsilon = 0.2 \times 10^{-3}, 6 \times 10^{-3} \) with color changing from light gray to black with increase of \( \epsilon \). The data of Fig. 3 show that the critical point \( k_c \) varies with noise in the gates during polynomially large times \( 5/2 < n_q < 3 \). At sufficiently large \( t \) this probability shows a sharp jump from a value \( W=0 \) to \( W=0.5 \) when \( k \) is varied. This allows to determine the critical point and gives the values of \( k_c(\epsilon) \) close to those obtained via IPR \( \xi \) (see Fig. 3).

The shift of the critical point \( \Delta k_c(\epsilon) = k_c - k_c(\epsilon) \) depends on \( \epsilon, \mu, \) and \( n_q \). From the IPR data obtained for various \( \epsilon, \mu, n_q \), see Fig. 4, we find that the global parameter dependence can be described by the scaling relation

\[
\Delta k_c(\epsilon) = A \tilde{\epsilon}^\alpha, \quad \tilde{\epsilon} = \epsilon n_q \sqrt{n_q},
\]

(2)

The variation of \( \xi \) with time and \( \epsilon, \mu \) is shown in Fig. 2. For moderate imperfections, during a rather long time interval \( \xi \) remains close to its value in the exact algorithm. However, at very large times \( t \gg 10^5 \) it saturates at some value which depends on \( k \) and \( \epsilon, \mu \). A typical example of such a dependence is presented in Fig. 3. Here, \( \xi \) shows a sharp jump from small \( (\xi \sim 1) \) to large \( (\xi \sim N) \) values which takes place in a narrow interval of \( k \) values. This is a manifestation of the Anderson transition from localized to delocalized states. The critical point \( k_c(\epsilon) \) can be numerically defined as such a value of \( k \) at which \( \xi \) is at the middle between its two limiting values. The data of Fig. 3 show that the critical point \( k_c(\epsilon) \) decreases with the increase of the strength of imperfections. The physical origin of this effect is related to the additional transitions induced by static imperfections which naturally lead to a delocalization at a lower value of \( k \) compared to the ideal computation. Another method to detect the position of the critical point \( k_c(\epsilon) \) in presence of imperfections is to measure the two most significant qubits which code the value of momentum \( n \). After a few tens of measurements of first 2 qubits one determines the probability \( W = \sum_{n=\langle 0 \mid n \rangle} \langle n_2 | \psi \rangle^2 \). At sufficiently large \( t \) this probability shows a sharp jump from a value \( W=0 \) to \( W=0.5 \) when \( k \) is varied. This allows to determine the critical point and gives the values of \( k_c(\epsilon) \) close to those obtained via IPR \( \xi \) (see Fig. 3).

The variation of \( \xi \) with time and \( \epsilon, \mu \) is shown in Fig. 2. For moderate imperfections, during a rather long time interval \( \xi \) remains close to its value in the exact algorithm. However, at very large times \( t \gg 10^5 \) it saturates at some value which depends on \( k \) and \( \epsilon, \mu \). A typical example of such a dependence is presented in Fig. 3. Here, \( \xi \) shows a sharp jump from small \( (\xi \sim 1) \) to large \( (\xi \sim N) \) values which takes place in a narrow interval of \( k \) values. This is a manifestation of the Anderson transition from localized to delocalized states. The critical point \( k_c(\epsilon) \) can be numerically defined as such a value of \( k \) at which \( \xi \) is at the middle between its two limiting values. The data of Fig. 3 show that the critical point \( k_c(\epsilon) \) decreases with the increase of the strength of imperfections. The physical origin of this effect is related to the additional transitions induced by static imperfections which naturally lead to a delocalization at a lower value of \( k \) compared to the ideal computation. Another method to detect the position of the critical point \( k_c(\epsilon) \) in presence of imperfections is to measure the two most significant qubits which code the value of momentum \( n \). After a few tens of measurements of first 2 qubits one determines the probability \( W = \sum_{n=\langle 0 \mid n \rangle} \langle n_2 | \psi \rangle^2 \). At sufficiently large \( t \) this probability shows a sharp jump from a value \( W=0 \) to \( W=0.5 \) when \( k \) is varied. This allows to determine the critical point and gives the values of \( k_c(\epsilon) \) close to those obtained via IPR \( \xi \) (see Fig. 3).
The data fit gives $A = 3.0, \alpha = 0.64$ for $\mu = 0$ and $A = 4.8, \alpha = 0.68$ for $\mu = \epsilon$. This result can be understood from the following arguments. According to Refs. [14,19] the time scale $t_f$, on which the fidelity of quantum computation is close to unity, is determined by the parameter $\epsilon$ ($t_f \sim 1/\epsilon$). Thus, an effective matrix element induced by static imperfections between ideal localized eigenstates can be estimated as $U_{ef} \sim \epsilon Q \sim \epsilon l^{\beta}$, where $Q$ is a typical overlap of localized eigenstates which for the Anderson localization in $d$ dimensions can be estimated as $Q \sim l^{-\beta}$ with $\beta = d/2$ and $l$ being the localization length for the exact algorithm (see a discussion in Ref. [24] for $d = 1$). The imperfections induced delocalization should take place when $U_{ef}$ exceeds the level spacing in a block of size $l$ ($U_{ef} \sim \Delta l \sim 1/l^d$). Taking into account that near the critical point the localization length scales as $l \sim \Delta^{-\nu}$ with $\nu \sim 1.5$ (see Refs. [3,21,22]) we obtain that $\alpha = 1/\nu(d-\beta) = 2/vd$. The obtained value of $\alpha$ would give a reasonable value of $\nu \sim 1.0$ but in our model (1) the situation is more complicated. Indeed, the dynamics in Eq. (1) takes place in one dimension and hence one expects $\beta = 1/2$ and $\nu \sim 0.6$. The later value has a noticeable difference from a usually expected value [3,21,22]. A possible reason for this discrepancy can be related to the fact that in the algorithm the perturbations give far away transitions (see Fig. 1) which effectively decrease the value of $\beta$, also near the critical point the correlations in the matrix elements can play an important role. Further studies are required to clarify this point.

Finally, we compare the number of operations required for classical and quantum computation of the Anderson transition in the $d$-dimensional case. For that we note that in the vicinity of critical point in real $d$-dimensions the number of states grows with time as $n^d \sim t$ [3,4,7]. Hence, up to time $t$ the classical computation may use only $N$ levels in each direction so that the total number of levels is $N^d \sim t$. Other levels are only very weakly populated on this time scale and therefore they can be eliminated with a good accuracy. Thus, the number of classical operations for $i$ kicks can be estimated as $n_{gei} \sim t N^a \log^2 N \sim r^2 \log^2 t$. At the same time the quantum algorithm will need $n_{gi} \sim d n^a \sim t \log^2 t$ gates assuming $d$ quantum registers with $N^d = 2^{d n_a} \sim t$ states. The coarse-grained characteristics of the probability distribution can be determined from few measurements of most significant qu-bits, e.g., $W$ as in Fig. 3. Thus, even if each step in Eq. (1) is efficient, the speedup is only quadratic near the critical point. Above the critical point we have diffusive growth with $n^d \sim t^{d/2}$ and the speedup is stronger: $n_{gei} \sim n^{a(d/2)}$ for $d > 2$.
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