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We study the efficiency of quantum algorithms which aim at obtaining phase-space distribution functions of
quantum systems. Wigner and Husimi functions are considered. Different quantum algorithms are envisioned
to build these functions, and compared with the classical computation. Different procedures to extract more
efficiently information from the final wave function of these algorithms are studied, including coarse-grained
measurements, amplitude amplification, and measure of wavelet-transformed wave function. The algorithms
are analyzed and numerically tested on a complex quantum system showing different behavior depending on
parameters: namely, the kicked rotator. The results for the Wigner function show in particular that the use of the
quantum wavelet transform gives a polynomial gain over classical computation. For the Husimi distribution,
the gain is much larger than for the Wigner function and is larger with the help of amplitude amplification and
wavelet transforms. We discuss the generalization of these results to the simulation of other quantum systems.
We also apply the same set of techniques to the analysis of real images. The results show that the use of the
quantum wavelet transform allows one to lower dramatically the number of measurements needed, but at the
cost of a large loss of information.
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I. INTRODUCTION

In recent years, the study of quantum information �1� has
attracted more and more interest. In this field, quantum me-
chanics is used to treat and manipulate information. Impor-
tant applications are quantum cryptography, quantum tele-
portation, and quantum computation. The latter takes
advantage of the laws of quantum mechanics to perform
computational tasks sometimes much faster than classical de-
vices. A famous example is provided by the problem of fac-
toring large integers, useful for public-key cryptography,
which can be solved with exponential efficiency by Shor’s
algorithm �2�. Another example is the search of an unstruc-
tured list, which was shown by Grover �3� to be quadratically
faster on quantum devices. In parallel, investigations of the
simulation of quantum systems on quantum computers
showed that the evolution of a complex wave function can be
simulated efficiently for an exponentially large Hilbert space
with polynomial resources �4–9�. Still, there are many open
questions which remain unanswered. In particular, it is not
always clear how to perform an efficient extraction of
information from such a complex quantum mechanical
wave function once it has been evolved on a quantum com-
puter. More generally, the same problem appears for
quantum algorithms manipulating large amount of classical
data.

In the present paper, we study different algorithmic
processes which perform this task. We focus on the phase
space distribution �Wigner and Husimi functions� �10,11�
These functions provide a two-dimensional picture of a
one-dimensional wave function and can be compared di-
rectly with classical phase-space distributions. They have
also been shown in �12,13� to be stable with respect to vari-
ous quantum computer error models. Different phase-space

representations which can be implemented efficiently on a
quantum computer will be explored, first the discrete Wigner
transform, for which an original algorithm will be presented,
and then a Husimi-like transform, first introduced in this
context in �14�. Recent proposals �14–16� gave methods to
measure or construct Wigner and Husimi functions on a
quantum computer, using, for example, phase-space tomog-
raphy. These methods will be analyzed and compared with
new strategies, in order to identify the most efficient algo-
rithms. Different techniques will be tested in order to extract
information: namely, measure of an ancilla qubit, measure-
ment of all qubits, coarse-grained measurement, and the use
of amplitude amplification �17�. In addition, we will analyze
the use of the wavelet transform to compress information and
minimize the number of measurements. Indeed, wavelet
transforms �18,19� are used in a large number of applications
involving classical data treatment; in particular, they allow
one to reach large compression rates for classical images in
standards like MPEG �Moving Picture Experts Group�.
Quantum wavelet transforms have been built and imple-
mented �20–23�, and it was shown that they can be applied
on an exponentially large vector in a polynomial number of
operations. Numerical computations will enable us to quan-
tify the efficiency of each method for a specific complex
quantum system: namely, the kicked rotator. In general, it
will be shown that a polynomial gain can be reached with
several strategies. We then analyze how these results apply to
other quantum systems. Since a quantum phase-space distri-
bution can be considered as an example of a two-
dimensional picture, we discuss in a subsequent section the
use of the same techniques to treat images encoded on the
wave function of a quantum computer, in a way similar to
what is done in classical image analysis. This for example
could be applied to images transmitted through quantum im-
aging �24�.
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II. QUANTUM PHASE-SPACE DISTRIBUTIONS FOR A
CHAOTIC QUANTUM MAP

Classical Hamiltonian mechanics is built in phase space,
dynamics being governed by Hamilton’s equation of motion.
Classical motion can be described through the evolution of
phase space �Liouville� distributions. On the other hand,
phase space is a peculiar notion in quantum mechanics since
p and q do not commute. A wave function is naturally de-
scribed in a Hilbert space: for example, position alone or
momentum alone. Nevertheless, it has been known for a long
time that it is possible to define functions of p and q which
can be thought as quantum phase-space distributions. The
most commonly used is the Wigner function �1�, defined for
the wave function � of a continuous system by

W�p,q� =� e−�i/��p·q�

�2��
��q +

q�

2
�*

��q −
q�

2
�dq�. �1�

This function involves the two variables position q and
momentum p in a symmetric way �although it is not imme-
diately apparent in the formula �1�� and shares some proper-
ties with classical phase-space probability distributions. In-
deed, it is a real function and satisfies 	W�p ,q�dq= 
��p�
2
and 	W�p ,q�dp= 
��q�
2. However, it cannot be identified
with a probability distribution since it can take negative val-
ues. The Wigner function has been measured experimentally
in atomic systems, and such negative values have been re-
ported �25�.

Although the Wigner function can take negative values, it
can be shown that coarse graining this function over cells of
size � always leads to non-negative values. Therefore a
smoothing of Eq. �1� by appropriate functions will lead to a
function of p and q with no negative values. An example of
such a function is given by the Husimi distribution �see, e.g.,
�11�� which uses a Gaussian smoothing. A further example
using another smoothing function was discussed in �14�.

In the following sections, we will study the evaluation of
such quantum phase-space distributions of wave functions on
a quantum computer. This will be performed using a specific
example: namely, the kicked rotator model. This system cor-
responds to the quantization of the Chirikov standard map

�26,27�, n̄=n+k sin �, �̄=�+Tn̄, where �n ,�� are the conju-
gated �action-angle� variables.

The classical standard map depends only on the parameter
K=kT. The system undergoes a transition from integrability
�K=0� to more and more developed chaos when K increases,
following the Kolmogorov-Arnold-Moser theorem. Chaotic
zones get larger and larger until the value K=Kg
�0.9716. . . is reached, where global chaos sets in, but a
complex hierarchical structure of integrable islands sur-
rounded by chaotic layers is still present. For K�Kg, the
chaotic part covers most of the phase space. This system has
been used, for example, as a model of particle confinement
in magnetic traps, beam dynamics in accelerators, or comet
trajectories �27�. Its phase space is a cylinder �periodicity in
��, and since the map is periodic in n with period 2� /T,
phase-space structures repeat themselves in the n direction
on each cell of size 2� /T. Figure 1 shows one such phase

space cell for various values of the parameter K, showing the
different regimes from quasi-integrability �many invariant
curves preventing transport in the momentum direction� to a
mixed regime with a large chaotic domain.

The quantum version of the standard map �26� gives a
unitary operator acting on the wave function � through

�̄ = Û� = e−ik cos �̂e−iTn̂2/2� , �2�

where n̂=−i� /��, �=1, and ���+2��=����.
The quantum dynamics �2� depends on the two param-

eters k and T, T playing the role of an effective �. The clas-
sical limit is k→�, T→0 while keeping K=kT=const.

This quantum kicked rotator �2� is described by quite
simple equations, making it practical for numerical simula-
tions and quantum computing. Nevertheless, it displays a
wealth of different behaviors depending on the values of the
parameters. Indeed, classical dynamics undergoes a transi-
tion from integrability to fully developed chaos with inter-
mediate mixed phases between these two regimes. Wave
functions show complex structures related to the classical
phase space corresponding to these different cases. In addi-
tion, for large K where classical dynamics is strongly cha-
otic, quantum interference can lead to exponential localiza-
tion of wave functions. This phenomenon is related to the
Anderson localization of electrons in solids and therefore
enables one to study this important solid-state problem,
which is still the subject of active research. The kicked rota-
tor can also model the microwave ionization of Rydberg at-
oms �28� and has been experimentally realized with cold
atoms �29�. For all these reasons, it has been the subject of
many studies and can be considered as a paradigmatic model
of quantum chaos.

In �6,12� it was shown that evolving a N-dimensional
wave function through the map �2� can be done with only
O�ln N� qubits and O(�ln N�3) operations on a quantum com-
puter �compare with O�N ln N� operations for the same simu-
lation on a classical computer�. Another quantum algorithm
developed in �9� enables to perform the same quantum evo-
lution �albeit approximately� with O(�ln N�2) operations.
This system can therefore be simulated efficiently on a quan-
tum computer and can be used as a good test ground for
assessing the complexity of various quantum algorithms for
quantum phase-space distributions.

In the following sections, we will study the efficiency of
various quantum algorithms to obtain various information
about the quantum phase-space distribution functions. The
simulation of a quantum system on a quantum computer
based on qubits implies that the system is effectively discrete
and finite. We therefore close the phase space in the momen-
tum direction through periodic boundary conditions. We will
concentrate on the regime where T=2� /N, N being the Hil-
bert space dimension. This implies that the phase space con-
tains only one classical cell, and increasing the number of
qubits at K constant decreases the effective � keeping the
classical dynamics constant. Different K values enable one to
probe various dynamical regimes, from integrability to
chaos. The localization length in this regime becomes
quickly larger than the system size for small number of qu-
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bits, thus allowing one to explore the complexity of a chaotic
wave function. Indeed, in the localized regime, the most im-
portant information resides not so much in such distributions,
but in the localization properties and their measurement on a
quantum computer was already analyzed in �13,30�.

For such a quantum system on an N-dimensional Hilbert
space, the general formalism of Wigner functions should be
adapted. In particular, it is known that it should be con-
structed on 2N�2N points �see, e.g., �31��. For the kicked
rotator, the formula for the discrete Wigner function is

W��,n� = �
m=0

N−1
e−�2i�/N�n�m−�/2�

2N
��� − m�*��m� , �3�

with �=N� /2�.
The Wigner function provides a pictorial representation of

a wave function which can be compared with the classical
phase-space distribution �see example in Fig. 2�, although
quantum oscillations are present.

III. MEASURING THE WIGNER DISTRIBUTION

In �15� the first quantum algorithm was set up which en-
ables to measure the value of the Wigner function at a given
phase-space point. The algorithm adds one ancilla qubit to

the system and proceeds by applying one Hadamard gate to
the ancilla qubit; then, a certain operator U�� ,n� is applied
to the system controlled by the value of the ancilla qubit.
After a last Hadamard gate is applied to the ancilla, its ex-
pectation value is 	z�=Re�Tr�U�� ,n�
��=2NW�� ,n�
where 
 is the density matrix and N=2nq is the dimension of
the Hilbert space. One iteration of this process requires only
a logarithmic number of gates. Nevertheless, the total com-
plexity of the algorithm may be much larger, since measuring
	z� may require a very large number of measurements. This
can be probed only through careful estimation of the
asymptotic behavior of individual values of the Wigner func-
tion.

A drawback of the approach of �15� is that it does not
allow easily further treatment on the Wigner function which
may improve the total complexity of the algorithm. To this
aim, the simplest way is to build explicitly the Wigner trans-
form of the wave function as amplitudes of a register. This
enables one to use additional tools �amplitude amplification,
wavelet transforms� which may increase the speedup over
classical computation, as we will see.

Such an explicit construction of the Wigner function di-
rectly on the registers of the quantum computer is indeed
possible in the following way. To get the Wigner function of

Ût
�0� �t iterations of an original wave function 
�0� through

FIG. 1. Classical phase-space
distribution for the standard map
with K=0.5 �top left�, K=0.9 �top
right�, K=1.5 �bottom left�, and
K=2 �bottom right�. Black is zero
probability; white is maximal
probability. As initial state we
chose a uniform distribution on
the set −�� p�−3/4�, 0�x
�2�, and 1000 iterations of the
standard map were performed.
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Eq. �2��, we start from an initial state �for example,
in n representation� 
�0� � 
�0

*�=�i=0
N−1ai
ni� � � j=0

N−1aj
*
nj�

=�i=0
N−1� j=0

N−1aiaj
*
ni�
nj�. This needs 2nq qubits to hold the val-

ues of the wave function on an N-dimensional Hilbert space,
where N=2nq. Then we apply the algorithm implementing

the kicked rotator evolution operator Û developed in �6� to
each subsystem independently. This operator can be de-
scribed as multiplication by phases followed by a quantum
Fourier transform �QFT�. The multiplication by phases of
each coefficient keeps the factorized structure. The QFT
mixes only states with the same value of the other register
attached and therefore also keeps the factorized form. Let us
see how it works for one iteration:

�
i=0

N−1

�
j=0

N−1

aiaj
*
ni�
nj� → �

i=0

N−1

�
j=0

N−1

e−iTni
2/2aiaj

*
ni�
nj�

�multiplication by e−iTn̂i
2/2�

= �
j=0

N−1 ��
i=0

N−1

e−iTni
2/2ai
ni��aj

*
nj� → �
j=0

N−1 ��
i=0

N−1

bi
�i��aj
*
nj�

�QFT with respect to ni�

→ �
j=0

N−1 ��
i=0

N−1

e−ik cos �ibi
�i��aj
*
nj�

�multiplication by e−ik cos �i�

→ �
j=0

N−1 ��
i=0

N−1

ci
ni��aj
*
nj�

�QFT with respect to �i�

=��
i=0

N−1

ci
ni�� � ��
j=0

N−1

aj
*
nj�� = Û
�0� � 
�0

*� .

We can thus get Ût
�0� � Û*t
�0
*� by applying the process

several times. This can be done in a number of gates poly-
nomial in nq �O�tnq

3� if we use the algorithm of �6� for imple-

menting Û�.
From such a state it is possible to build efficiently the

state ��,nW�� ,n�
��
n�. Indeed, building the Wigner trans-
form can be done through a partial Fourier transform. To see
this, we start from the state in � representation—i.e., 
��
� 
�*�=��,�������*����
��
���. Then we add an extra qubit
to the first register �needed to get values of �+�� between 0
and 2N−1� and realize the transformation

FIG. 2. Wigner function for
the quantum kicked rotator with
parameters of Fig. 1: K=0.5 �top
left�, K=0.9 �top right�, K=1.5
�bottom left�, and K=2 �bottom
right�. Here T=2� /N, where N
=2nq, with nq=7. The whole
Wigner function �on a 2N�2N
lattice� is plotted. White marks
positive maximal values, black
negative values. The initial state is
uniformly spread on the set 0�n
�N /8 �corresponding to the ini-
tial classical distribution in Fig. 1�
�this state can be built efficiently
from 
n=0� by nq−3 Hadamard
gates�, and the Wigner function is
computed after 1000 iterations of
Eq. �2�.
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�
�,��

�����*����
��
���

→ �
�,��

�����*����
� + ���
��� �addition� .

Let us call �=�+��; then, the state can be written
��,�����−����*����
��
��� Then we realize a QFT of the
second register only. The result is

�� �n
����

e−�2i�/N�n����� − ����*�����
��
n�

= 2�N�� �n
W��,n�e−�2i�/N�n�/2
��
n�

where � varies from 0 to 2N−1 and n from 0 to N−1. To
get the Wigner function on a 2N�2N grid, we need first to
add an extra qubit in the state 
0� and apply a Hadamard gate
to it. If we interpret it as the most significant digit of n, the
resulting state is �2N���n=0

N−1W�� ,n�e−�2i�/N�n�/2
��
n�
+�2N���n=N

2N−1 W�� ,n�e−�2i�/N��n−N��/2
��
n�. The final step
consists in multiplying by the phases e−�2i�/N�n�/2 and
e−�2i�/N��n−N��/2, which can be made by nq

2 application of two-
qubit gates �controlled phase shifts�. The final state is


� f� = �2N �
�=0

2N−1

�
n=0

2N−1

W��,n�
��
n� . �4�

One can check that the normalization is correct since it is
known in general that ��=0

2N−1�n=0
2N−1W�� ,n�2=1/2N.

The advantage of this procedure in comparison to the one
in �15� resides in the fact that individual values of the Wigner
function are now encoded in the components of the wave
function. This is in general a natural way to encode an image
on a wave function: each basis vector corresponding to a
position in phase space is associated with a coefficient giving
the amplitude at this location. This way of encoding the
Wigner function enables to perform some further operations
to extract information efficiently through quantum measure-
ments. We will envision three different strategies: direct
measurements of each qubit, amplitude amplification and
wavelet transform. The data of Figs. 3–6 will enable us to
compare these different strategies for different physical re-
gimes of the kicked rotator model, with various levels of
chaoticity. The quantity plotted is the inverse participation
ratio �IPR�. For a wave function 
��=�i=1

N �i
i�, where 
i� is
some basis, the inverse participation ratio is �
�i
2 / ��
�i
4�
and measures the number of significant components in the
basis 
i�. The Wigner function verifies the sum rules �Wi
=1 and �Wi

2=1/N. Following �12� we are led by analogy to
define the inverse participation ratio for the Wigner function
by the formula =1/ �N2�Wi

4�. If the Wigner function is
composed of N components of equal weights 1 /N, then 
=N, whereas N2 components of equal weights �in absolute
value� 1/N3/2 give =N2. Thus the IPR  gives an estimate of
the number of the main components of the Wigner function.

To compare classical and quantum computations of this
problem, we first should assess the complexity of obtaining
the Wigner function on a classical computer. For an
N-dimensional wave function, iterating t times the map �2�
costs O�tN ln N� operations. Then getting all values of W

needs to perform N Fourier transforms, requiring O�N2 ln N�
operations. The same is true for obtaining the largest values
of W, if one does not know where they are: only the compu-
tation of all of them and subsequent sorting can provide
them. Thus in both cases classical complexity is of the order
O�N2 ln N�. This asymptotic law changes if one is interested
in a single value of the Wigner function at some predeter-
mined �� ,n� value. In this case, only one Fourier transform
is actually needed, so the classical complexity becomes of
order O�N ln N�.

As concerns the quantum computer, we have to clarify the
measurement protocol to assess the complexity of the algo-
rithm. The most obvious strategy consists in measuring all
the qubits after explicit construction of the wave function �4�
and accumulating statistics until a good precision is attained
on all values of the Wigner function. From Figs. 3–6 �open

FIG. 3. Main plot: scaling of the IPR  vs nq for the Wigner
function �open squares� and for the wavelet transform of the Wigner
function �solid squares�. The solid straight lines represent the law
N2, N=2nq. Here K=0.5. In the inset, the ratio R between the IPR of
the Wigner function and wavelet-transformed Wigner function is
plotted. Parameters, number of iterations, and initial state are the
same as in Fig. 2.

FIG. 4. Main plot: scaling of the IPR  vs nq for the Wigner
function �open squares� and for the wavelet transform of the Wigner
function �solid squares�. The solid straight line represents the law
N1.75, while the dashed line represents N2, N=2nq. Here K=0.9. In
the inset, the ratio R between the IPR of the Wigner function and
wavelet-transformed Wigner function is plotted. The solid line rep-
resents the scaling N0.25. Parameters, number of iterations, and ini-
tial state are the same as in Fig. 2.
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squares�, we can see that in the four physical regimes con-
sidered, the IPR scales approximately as N2. This implies
that the Wigner function is spread out on the N2 components,
each term having comparable amplitude Wi�N−3/2. This
needs N2 measurements to get a good precision. The number
of quantum operations is therefore O�tN2� �N2 repetitions of
t iterations� up to logarithmic factors. This should be com-
pared with the classical complexity of obtaining all values of
the Wigner function, or only the largest ones, which both are
of order O�N2 ln N�. This makes the quantum method no
better than the classical one; albeit the quantum computer
needs a logarithmic number of qubits whereas the classical
computer needs exponentially more bits �N bits versus ln N
qubits�. This can translate into an improvement in effective

computational time by, for example, distributing the compu-
tation over subsystems of qubits and making simultaneous
measurements, but this is obviously quite cumbersome.

Still, it can be remarked that for the values of K for which
the system is most chaotic, the IPR scales with a slightly
lower power N� with ��1.8–1.9. If this is verified asymp-
totically, then the quantum algorithm need only O�tN�� op-
erations, and a small gain of N2−� is realized.

The phase space tomography method of �15� requires one
to measure 	z� of an ancilla qubit, with 	z�=NW�� ,n�.
Thus 	z��N−1/2, a value which requires N measurements to
be reasonably assessed. This should be compared with the
classical cost of obtaining the value of the Wigner function at
a predetermined location, which is of order O�N ln N�.
Again, the method is not better than the classical one, al-
though it uses a logarithmic number of qubits which can
translate into an improvement in effective computational
time by distributing the quantum computation. Similarly,
when the IPR scales as N� with ��2, then the quantum
algorithm is better by a factor of N2−�.

It is possible to use coarse-grained measurements in order
to decrease the number of measurements of the wave func-
tion �4�. To this aim, one measures only the first nf qubits
with nf �nq�N=2nq�. This gives the integrated probability in-
side the 22nf cells �sum of 22nq−2nf probabilities 
W�� ,n�
2� in
a number of measurements which scales with the number of
cells and not anymore with the number of qubits. This is
possible if the wave function of the computer encodes the
full Wigner function in its components, as in the algorithm
exposed above. In principle, the complexity is O�22nf� and a
gain compared to classical computation can be obtained.
There is a possibility of exponential gain with this strategy,
since by fixing nf and letting nq increase, measuring the in-
tegrated probability becomes polynomial in nq. Still, the pre-
cision is also polynomial, and it is possible that semiclassical
methods enable to get such approximate quantities since with
nq→� the value of � becomes smaller and smaller and the
system is well approximated by semiclassical calculations. If
this holds, the advantage of quantum computation may be
less spectacular.

A similar method can be applied to the phase-space to-
mography method of �15�, but with a different result. In �16�
it is explained that one can compute averages of Wigner
function on a given rectangular area by using an ancilla qu-
bit. The process gives 	z�=2N�W�� ,n� /NP, where NP is
the number of points over which the summation is done.
Note that contrary to the previous discussion, the sum is over
W and not 
W
2. In this case, the normalization constant NP
makes the method comparable to the direct phase-space to-
mography of one value of the Wigner function at one phase-
space point. With this technique, there is no additional gain
in adding up components.

A more refined strategy uses amplitude amplification �17�.
It is a generalization of Grover’s algorithm �3�. The latter
starts from an equal superposition of N states and in �N
operations brings the amplitude along one direction close to
1. Amplitude amplification increases the amplitude of a
whole subspace. If P is a projector on this subspace and

V̂ is the operator taking 
0� to a state having some pro-

FIG. 5. Main plot: scaling of the IPR  vs nq for the Wigner
function �open squares� and for the wavelet transform of the Wigner
function �solid squares�. The solid straight line represents the law
N1.5, while the dashed line represents N1.9, N=2nq. Here K=1.5. In
the inset, the ratio R between the IPR of the Wigner function and
wavelet-transformed Wigner function is plotted. The solid line rep-
resents the scaling N0.4. Parameters, number of iterations, and initial
state are the same as in Fig. 2.

FIG. 6. Main plot: scaling of the IPR  vs nq for the Wigner
function �open squares� and for the wavelet transform of the Wigner
function �solid squares�. The solid straight line represents the law
N1.4, while the dashed line represents N1.8, N=2nq. Here K=2. In the
inset, the ratio R between the IPR of Wigner function and wavelet
transformed Wigner function is plotted. The solid line represents the
scaling N0.75, while the dashed line represents N0.35. Parameters,
number of iterations, and initial state are the same as in Fig. 2.

TERRANEO, GEORGEOT, AND SHEPELYANSKY PHYSICAL REVIEW E 71, 066215 �2005�

066215-6



jection on the desired subspace, repeated iterations of
V̂�I−2
0�0
�V̂−1�I−2P� on V̂
0� will increase the projection.

Indeed, if one writes V̂
0�= PV̂
0�+ �I− P�V̂
0�, the result of

one iteration is to rotate the state toward PV̂
0�, staying in
the subspace spanned by PV̂
0� and �I− P�V̂
0�. If a

= 
PV̂
0�
2, one can check that after one iteration the state is

�4a2−3�PV̂
0�+ �4a2−1��I− P�V̂
0�, with a component along

�I− P�V̂
0� decreased by 4a2.

If V̂ is chosen to be ŨWignerÛ
t �where ŨWigner builds the

Wigner transform� and P to be a projector on the space cor-
responding to a square of size ND�ND, the process of am-
plitude amplification will increase the total probability in the
square, keeping the relative amplitude inside the square. This
acts like a “microscope,” increasing the total probability of
one part of the Wigner function but keeping the relative de-
tails correct. The total probability in a square of size ND
�ND, following the results shown in Fig. 3–6, should be of
the order ND

2 /N2. Amplitude amplification will therefore
need N /ND iterations to bring the probability inside the
square close to 1. Then, according to Figs 3–6 ND

2 measure-
ments are needed to get all relative amplitudes with good
precision. Total number of quantum operations is therefore
O�tNDN� �up to logarithmic factors�. This should be com-
pared to the number of classical operations, O�tN� for the
evolution of the wave function and O�NDN� for computing
the Wigner function �construction of the Wigner function on
a square of size ND

2 needs only ND Fourier transforms of N
dimensional vectors�. Both computations are therefore com-
parable for low K. When the scaling N����2� for the IPR of
the Wigner function is verified, then ND

� measurements are
enough to get the Wigner function on a quantum computer,
and a small gain of ND

2−� is present for the quantum algo-
rithm.

Our last strategy uses the wavelet transform. This trans-
form �18,19� is based on the wavelet basis, which differs
from the usual Fourier basis by the fact that each basis vector
is localized in position as well as momentum, with different
scales. The basis vectors are obtained by translations and
dilations of an original function and their properties enable
one to probe the different scales of the data as well as local-
ized features, in both space and frequency. Wavelet trans-
forms are used ubiquitously on classical computers for data
treatment. Algorithms for implementing such transforms on
quantum computers were developed in �20–23� and were
shown to be efficient, requiring polynomial resources to treat
an exponentially large vector. The effects of imperfections on
a dynamical system based on the wavelet transform were
investigated in �23�. In the present paper, we implemented
the four-coefficient Daubechies wavelet transform �D�4��, the
most commonly used in applications, and applied it to the
two-dimensional Wigner function �4�.

The results in Figs. 3–6 show that the IPR of the wavelet
transform of the Wigner function scales as N�, with � de-
creasing from ��2 to ��1.4 when the chaos parameter K
is increased �for K=0.5, with low level of chaos, the wavelet
transforms yield a compression factor of order 10, but no
visible asymptotic gain�. This means that getting the most

important coefficients in the wavelet basis needs only N�

measurements. The quantum algorithm for getting them
needs only O�tN�� operations. On a classical machine, the
slowest part is still the computation of the Wigner function,
which scales as O�N2�. Therefore at fixed t the gain is poly-
nomial, of order O�N2−��. However, recovering the coeffi-
cients of the original Wigner function needs to use a classical
wavelet transform which needs O�N2� operations. Still, the
wavelet coefficients give information about the hierarchical
structures in the wave function, so obtaining them with a
better efficiency gives some physical information about the
system.

Therefore, as concerns the quantum computation of the
Wigner function, it seems a modest polynomial gain can be
obtained by different methods, especially in the parameter
regime where the system is chaotic, the most efficient
method being the measurement of the wavelet transform of
the distribution, although the interpretation of the results is
less transparent.

IV. MEASURING HUSIMI FUNCTIONS

As already noted in Sec. II, the Wigner function is com-
parable to a classical phase-space distribution, but can take
negative values. It is known that it becomes non-negative
when coarse grained over cells of size �. One way to do this
coarse graining is to perform a convolution of the Wigner
function with a Gaussian, giving the Husimi distribution �11�


H��0,n0� = 
���0,n0�
��
2, �5�

where ���0,n0��� ,n�=A�ne−�n − n0�2/4a2−i�0n
n� is a Gaussian co-
herent state centered on ��0 ,n0� with width a �A is a normal-
ization constant�. An interesting quantum algorithm was pro-
posed in �16� to compute this distribution, based on phase-
space tomography. It uses a relatively complicated
subroutine which builds an approximation of coherent states
on a separate register. This method is similar to the Wigner
function computation through an ancilla qubit analyzed in
the preceding section and gives comparable results.

In �14�, a very fast quantum algorithm was proposed to
build a modified Husimi function, which is defined by


H
�p���0,n0� = 
���0,n0�

�p� 
��
2, �6�

where ���0,n0�
�p� �� ,n�= �1/N1/4��n=n0

n0+�N−1e−i�0n
n� is a modified

coherent state centered on ��0 ,n0�. The convolution is not
made anymore with a Gaussian function, but with a box
function of size �N in momentum. This implies a very good
localization in momentum, but in contrast in the angle rep-
resentation the amplitude decreases only as a power law
since the Fourier transform of the box function is the func-
tion �sin x� /x.

This transform can be evaluated quite efficiently on a
quantum computer without computing the Wigner function
itself. Indeed, as shown in �14�, it can be computed by ap-
plying a QFT to the first half of the qubits. This partial Fou-
rier transform uses �nq /4��nq /2+1� quantum elementary op-
erations to build from a wave function 
�� with N=2nq

components the state
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�H� = �
�,n

H��,n�
��
n� , �7�

where � and n take only �N values each and 
H�� ,n�
2 is the
modified Husimi function �6�. Performing the same task on a
classical computer needs O(N ln �N�2) operations. We will
concentrate on this method to compute Husimi functions,
since it seems to be the most simple and easy to implement,
and gives a good picture of the wave function as can be seen
in the implementations made in �14,32�.

In Fig. 7, we show the result of performing the evolution
�2� on a wave packet in N-dimensional Hilbert space for four
different values of K and then applying the partial Fourier
transform. The result is an array of �N��N points, each
point representing an average over �N neighboring values of
the Wigner function. The figure shows that this transforma-
tion allows to obtain efficiently a positive phase space distri-
bution which can be compared with the classical
distributions—for example in Fig. 1.

In Figs. 8–11 we show the IPR of the result of this trans-
form and of an additional wavelet transform of this function.
The data show that with this modified Husimi distribution
the compression of information is much better than in the
case of the Wigner function.

Indeed, in all four parameter regimes considered, the IPR
of the function scales as N�, with 0.5���0.7. This means
that the most important components of the modified Husimi
distribution can be measured with �N� quantum measure-
ments. Thus on a quantum computer the whole process of
evolving the wave function up to time t, transforming it into
the modified Husimi distribution, and measuring it needs
O�tN�� operations. On the contrary, a classical computer will
need O�tN� operations for the evolution and O�N� for the
modified Husimi transform �up to logarithmic factors�. Thus
for the system �2�, computation of the modified Husimi
transform is more efficient on a quantum computer �includ-
ing measurement� than on a classical one. This gain would
disappear if the transform had IPR �N.

As in the preceding section, one can use coarse-grained
measurements in order to increase the probability. Again, this
gives the integrated probability inside the cells in a number
of measurements which scales with the number of cells, with
the same drawbacks as in Sec. III.

If we use amplitude amplification, the gain is even better.
Amplitude amplification will need �N /ND iterations to bring
the probability inside a square of size �ND��ND close to
one. Then, according to Figs. 8–11, ND

� measurements are
needed, with 0.5���0.7. The total number of quantum op-
erations is therefore O�t�NND

�−1/2�. Classically, we still need

FIG. 7. �Color online� Modi-
fied Husimi function �6� for the
quantum kicked rotator with K
=0.5 �top left�, K=0.9 �top right�,
K=1.5 �bottom left�, and K=2
�bottom right�. Here T=2� /N,
where N=2nq, with nq=16. The
function is plotted on a lattice of
�N��N and each point is the av-
erage of N points. Initial state is
the same as in Fig. 2 �correspond-
ing to the initial classical distribu-
tion in Fig. 1�, and the function is
computed after 1000 iterations of
Eq. �2�. Red �gray� is maximal
value, blue �black� minimal value.
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O�tN� operations for the evolution and O��N�ND� for the
transform �up to logarithmic factors�. Thus for small ND a
quadratic gain is achieved. Interestingly enough, this gain
persists in the case where the IPR of the modified Husimi
function is �N, even though the previous method then will
not give any gain. Since the IPR cannot be larger than N, this
means that with amplitude amplification the quantum com-
puter is in general at least quadratically faster at evaluating
part of the modified Husimi function than any classical de-
vice.

We also analyzed the use of the wavelet transform to
compress these data and minimize the number of measure-
ments. At this point a slight complication appears. In the
previous section, individual amplitudes of the wave function

in Eq. �4� were actual values of the Wigner function, so
performing a quantum wavelet transform of Eq. �4� was
equivalent to a wavelet transform of the Wigner function. In
the case at hand, the wave function of the quantum computer
is such that the modulus square of its components give the
modified Husimi distribution. One can perform a quantum
wavelet transform of this wave function, with real and imagi-
nary parts for all coefficients, which gives the wavelet coef-
ficients of a complex-valued distribution whose square is the
modified Husimi distribution. It is not clear how to interpret
the resulting coefficients, and anyway our data have shown
that this process does not decrease the IPR �data not shown�,
thus making it an inefficient way of treating such data. How-

FIG. 8. Scaling for the IPR  vs nq for the function H�� ,n� in
Eq. �7�, with parameters K=0.5 and T=2� /N, N=2nq. Main plot:
open squares represent the IPR of H�� ,n� function; the solid
squares represent the IPR of the wavelet transform of the modulus
of H�� ,n�. The solid line is N0.6. In the inset, the ratio R between
the IPR of H�� ,n� and wavelet transform of 
H�� ,n�
 is plotted for
different nq; the solid line is N0.6. The number of iterations and
initial state are the same as in Fig. 7.

FIG. 9. Scaling for the IPR  vs nq for the function H�� ,n� in
Eq. �7�, with parameters K=0.9 and T=2� /N, N=2nq. Main plot:
open squares represent the IPR of H�� ,n�; the solid squares repre-
sent the IPR of the wavelet transform of the modulus of H�� ,n�.
The solid line is N0.3; the dashed line is N0.5. In the inset, the ratio
R between the IPR of H�� ,n� and wavelet transform of 
H�� ,n�
 is
plotted for different nq; the solid line is N0.2. Number of iterations
and initial state are the same as in Fig. 7.

FIG. 10. Scaling for the IPR  vs nq for the function H�� ,n� in
Eq. �7�, with parameters K=1.5 and T=2� /N, N=2nq. Main plot:
open squares represent the IPR of H�� ,n�; the solid squares repre-
sent the IPR of the wavelet transform of the modulus of H�� ,n�.
The solid line is N0.2; the dashed line is N0.7. In the inset, the ratio
R between the IPR of H�� ,n� and wavelet transform of 
H�� ,n�
 is
plotted for different nq. The number of iterations and initial state are
the same as in Fig. 7.

FIG. 11. Scaling for the IPR  vs nq for the function H�� ,n� in
Eq. �7�, with parameters K=2 and T=2� /N, N=2nq. Main plot:
open squares represent the IPR of H�� ,n�; the solid squares repre-
sent the IPR of the wavelet transform of the modulus of H�� ,n�.
The dashed line is N0.7. In the inset, the ratio R between the IPR of
H�� ,n� and wavelet transform of 
H�� ,n�
 is plotted for different nq;
the solid line is N0.7. The number of iterations and initial state are
the same as in Fig. 7.
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ever, Figs. 8–11 show that if one take the modulus of the
wave function, then the IPR of the wavelet transform of this
function is quite small, scaling as O�N��, with ��0—0.2.
So the modified Husimi function itself is well compressed by
the wavelet transform. It is the phase of H�� ,n� in Eq. �7�
which, although irrelevant for the Husimi functions, prevents
compression by the wavelet transform. To use efficiently the
wavelet transform, we therefore need to get rid of the
phases—i.e., construct a wave function whose components
are the moduli or moduli square of the preceding wave func-
tions.

Such a wave function can be prepared by starting from
two initial wave packets on two separate registers 
�0�
� 
�0

*� and, as in the previous section, make them evolve

independently to get Ût
�0� � Û*t
�0
*�. Then a partial Fourier

transform is applied independently to both registers, yielding
�H�� ,n�H��� ,n��*
��
���
n�
n��. Then amplitude amplifica-
tion should be used to select the diagonal components, yield-
ing �
H�� ,n�
2
��
n�. These components represented a prob-
ability N /N2=1/N of the full original wave function; thus,
this process costs O�t�N� operations up to logarithmic fac-
tors. This procedure gives us a final wave function whose
components are now the modified Husimi function itself,
without the irrelevant phases. We can now apply the quan-
tum wavelet transform to this wave function. Afterward,
measuring the main components of the wave function should
need only O�N�� quantum measurements. The cost of the
total procedure is therefore O�tN�+1/2� quantum operations,
whereas classical computation will cost O�tN� operations.
Obtaining the main wavelet components of this modified Hu-
simi distribution is therefore more efficient on a quantum
computer than on a classical one, albeit the gain is still poly-
nomial.

V. GENERALIZATION TO OTHER QUANTUM SYSTEMS

All the numerical results presented in Secs. III and V were
obtained using the quantum kicked rotator as a test ground. It
is interesting to ask to what extent the discussion above can
be generalized to the phase-space distribution functions of
other quantum systems. The different methods presented all

rested on the existence of an evolution operator Û which can
be implemented on a quantum computer to perform the time
evolution of an initial state. Therefore all the methods pre-
sented above to produce and measure Wigner and Husimi
distributions can be applied to any quantum system where
one can implement the evolution operator on a quantum
computer. What may be different is the efficiency of the pro-
cess. For the kicked rotator, the simulation of one time step
on an N-dimensional wave function costs O�N ln N� on a
classical computer and O(�ln N�3) or O(�ln N�2) on a quan-
tum device. A key ingredient is therefore to be able to simu-
late the evolution operator in a logarithmic number of quan-
tum gates. Several works in the past few years have shown
that this is the case for a wide class of quantum maps includ-
ing the baker map �5�, the sawtooth map �8�, the Anderson
transition �9�, the kicked Harper model �13�, the tent map
�14�, and the wavelet kicked rotator �23�. For all these quan-

tum maps, the classical simulation costs O�N ln N� opera-
tions for iteration of a N-dimensional vector, whereas the
quantum simulation is only a power of ln N. The Wigner
function being N2 dimensional, if all components have simi-
lar weights, N2 measurements are needed to obtain precise
information. Thus classical and quantum algorithms may
have comparable complexity O�N2�. The results of Sec. III
show that for the kicked rotator model both the Wigner func-
tion and especially the wavelet-transformed Wigner function
need asymptotically less measurements that O�N2�, thus
making the quantum algorithm more efficient than the clas-
sical one. The gain is larger, especially after the use of the
wavelet transform, in the case of the modified Husimi func-
tions of Sec. IV. The numerical results were obtained in the
specific case of the kicked rotator, and we cannot warrant
that they apply to all possible quantum maps. Nevertheless,
the kicked rotator displays many of the generic features of a
chaotic quantum map: the transition to chaos follows the
Kolmogorov-Arnold-Moser theorem, which is generic for
smooth Hamiltonian systems, within the chaotic region the
Kolmogorov-Sinai entropy is positive, the eigenfunctions
and eigenvalues are distributed according to random matrix
theory, etc. In the field of quantum chaos, the kicked rotator
is widely used as a paradigmatic model where results can be
extended to other quantum maps with smooth potentials. We
therefore expect the results to apply also to other smooth
quantum maps, with possibly different exponents.

Quantum maps such as the kicked rotator enjoy a specific
structure, whereas the evolution operator can be factorized
into two diagonal operators in the position and momentum
representation. This enables the classical simulation of one
iteration of an N-dimensional state in O�N ln N� operations.
The situation changes for more general systems, for which
the evolution operator cannot be factorized so easily, and the
exact evolution requires O�N2� classical operations. If addi-
tionally the system can be simulated with a logarithmic num-
ber of quantum gates, as is the case for example for many-
body systems �4�, the quantum algorithms of Secs. III and IV
keep the same complexity �excluding logarithmic factors�
but should be compared to classical algorithms which have
higher complexity. In this case, the amplitude amplification
method of Sec. III gives a gain for quantum computation of
the Wigner function even in the worst possible case where
the Wigner function is very spread out ��N2�. This is also
true in the case of direct measurement of the Husimi func-
tions �Sec. IV�.

The most general gain can be obtained using amplitude
amplification on the modified Husimi function as in Sec. IV.
Indeed, even if the Husimi function is very spread out, in the
worst case the total cost of the quantum algorithm to obtain
this function after t iterations in a small square of size �ND
��ND �with ND�N� is �t�NND operations. This should be
compared with the classical cost for a factorizable quantum
map ��tN� or a more general system ��tN2�. Thus in all
cases this method gives a gain over classical simulations,
irrespective of the spreading of the modified Husimi function
in phase space.

VI. STANDARD IMAGES

The investigations in the previous sections show that
computation of quantum-phase space distributions can be
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more efficient on a quantum computer than on a classical
device. An usually polynomial gain can be obtained for the
whole process of producing the distribution and measuring
its values. These phase-space distributions are in effect ex-
amples of two-dimensional images. It is interesting to ex-
plore these questions of efficiency of image processing on a
quantum computer in a more general setting.

Figure 12 shows four examples of classical images which
we can use as benchmarks to test different strategies of pro-
cessing them. The top left image �the girl� is a standard ex-
ample used in the field of classical image processing. Top
right is a aerial view of New York City, bottom left an astro-
nomical photograph, and bottom right an artificially built
picture with fractal-like structures. They represent diverse
types of images that can be produced and processed for vari-
ous purposes. We will suppose in the following that these
black and white pictures are encoded on a quantum wave
function in the form �=�x,yaxy
x�
y� where x ,y are indexes
of N2 pixels and axy are the amplitudes on each pixel �posi-
tive number�. Of course, contrary to the previous examples,
we do not know how to produce in an efficient way such
types of wave functions. We therefore concentrate on the
problem of extracting information efficiently from such a
wave function once it has been produced.

Figure 13 permits us to analyze two of the strategies pre-
cedingly developed. The IPR of the different images are

shown to scale like N2, implying that direct measurement of
all qubits will need O�N2� measurements to get the most
important components �since these components scale also
like O�N2��. As in the case of the Wigner function, coarse-
grained measurements are possible and require a number of
measurements proportional to the number of cells. This is
more efficient, at the price of losing information on scales
smaller than the cell size.

The use of amplitude amplification on a small part of the
picture �polynomial in nq� enables one to bring this part to a
probability close to 1 in O�N� Grover-like iteration. So if one
is interested in details of the picture at a specific place pre-
determined, this strategy is more efficient than the direct
measurement. Of course, the precise efficiency of the quan-
tum process compared to classical methods will depend on
the relative complexity of the classical and quantum image
production, which probably varies with the problem.

The solid symbols in Fig. 13 give the IPR of the wavelet
transform of the image. That is, the image is encoded in a
quantum wave function as previously, and a quantum wave-
let transform is applied. The resulting wave function displays
an IPR which grows slowly with nq. Actually, data from Fig.
13 are compatible with a polynomial growth with nq of the
IPR. This would indicate that the wavelet transform is very
efficient in compressing information from standard images.
Obtaining the main components of the wavelet transform

FIG. 12. Images analyzed in
this section. Top: girl image �left�
and New York City picture �right�.
Bottom: galaxy image taken from
NASA website �left� and a fractal
picture built on the purpose of
studying image compression
�right�.
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would demand a polynomial number of measurements com-
pared to an exponential one for the original image wave
function. This can transfer to an exponential gain in the full
process if the image can be encoded also in a polynomial
number of operations in nq.

In Fig. 14, a different strategy is studied. Namely, in anal-
ogy with the MPEG standard for image compression, the
image is decomposed into many tiles, and each tile is inde-
pendently wavelet transformed. This procedure is tested in
the case where tiles are of size �N��N. Figure 14 shows
that although the final IPR grows more quickly with nq than

in the case of Fig. 13, the IPR seems asymptotically to be
smaller again than with the full image wave function. Data
from Fig. 14 are compatible with an IPR growing like O�N�,
implying that the number of measurements is the square root
of the one for the full wave function. This suggests a poly-
nomial speed up with this method. We note that a similar
strategy for a quantum sound treatment was discussed in
�32�.

Figure 15 enables to confirm the preceding results which
use the IPR. Indeed, an alternative quantity to quantify the
spreading of a wave function on a predetermined basis is the
entropy. For a N-dimensional wave function 
�� with projec-
tions on a basis 
� j� given by Wj = 
� 
� j�
2, the entropy is
defined by S=−� jWj log2 Wj. It takes values from S=0 ��
=� j for some j� to S=log2 N ��= �1/�N�� j
� j��. Both IPR
and 2S give an estimate of the number of components of the
wave function. The data show that although both quantities
are different, they show a similar behavior with nq as do their
wavelet transform, confirming that the preceding results are
robust.

The preceding discussion gives some numerical argu-
ments suggesting that main components of the wavelet trans-
form can be obtained more efficiently than the image itself.
This gives information on the patterns present in the picture
and can be considered as an information in itself. It is also
worth studying how much information about this original
image is present in these main components of the wavelet
transform. Figure 16 shows an attempt of reconstruction of
one image from these main components only. The results
displayed on this figure show that although some features are
distinguishable with this technique �better than with the
Monte Carlo sampling�, a lot of information from the origi-
nal figure has been lost. It is possible that better results are
obtained for larger system sizes, but this regime cannot be
reached by our classical numerical simulations. Still, even if
the largest wavelet coefficients by themselves are not enough
to give a good approximation of the original image, they
bring some information about it that can be obtained with a
small number of measurements.

FIG. 13. �Color online� Scaling for the IPR  vs nq for the
images with different resolutions. Solid symbols:  after wavelet
transform. Open symbols:  for the original images with different
resolution �from 32�32 to 2048�2048�. Squares refer to the girl
image, circles to the New York City image, triangles to the galaxy
image, and diamonds to the fractal image. The dashed line is the
law N2 with N=2nq. The original images are 8-bit gray-scale im-
ages. They are encoded in the wave function from which the IPR is
computed.

FIG. 14. �Color online� Scaling for the IPR  vs nq for the
images with different resolutions; the tiling method �see text� is
used, with tiles of size ��N��N Solid symbols:  after wavelet
transform. Open symbols:  for the original images with different
resolution �from 32�32 to 2048�2048. Squares refer to the girl
image, circles to the New York City image, triangles to the galaxy
image, and diamonds to the fractal image. The dashed line is the
law N2 with N=2nq; the solid line is the law N. The original images
are 8-bit gray-scale images. They are encoded in the wave function
and the IPR is computed from the latter.

FIG. 15. Comparison of the IPR and entropy for the girl image
of Fig. 12. Solid symbols are for the IPR, open symbols for 2S,
where S is the entropy. Squares and circles are for the wavelet
transform, diamonds and triangles for the original image. Data for
the three other images of Fig. 12 give the same result.
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VII. CONCLUSION

In this paper, we have analyzed and numerically tested the
quantum computation of Wigner and Husimi distributions for
quantum systems. Two methods of computation for the
Wigner function, one original to this paper, were considered.
We studied different strategies to extract information from
the wave function of the quantum computer: namely, direct
measurements, coarse-grained measurements, amplitude am-
plification, and measure of the wavelet-transformed wave
function. For the Wigner function, the largest �polynomial�
gain is obtained through the use of the wavelet transform,
although other methods might yield a smaller gain in the
chaotic regime. For the Husimi distribution, the gain is much
larger, although it is still polynomial, and increases with the
use of amplitude amplification and wavelet transforms. We

gave arguments which indicate that these results should hold
for other quantum systems and that the gain should be larger
in some cases. At last, the study of real images show that the
wavelet transform enables one to compress information and
therefore to lower the number of measurements in the quan-
tum case, although a lot of information is lost in the process.
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