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nature of the contact. The EELSmap additionally
indicates that contact was made predominantly to
the Cr adhesion layer.

To characterize the quality of the edge-contact,
we used the transfer-length method (TLM). Mul-
tiple two-terminal graphene devices consisting of
a uniform 2-mm channel width but with varying
channel lengths were fabricated, and their resist-
ances were measured as a function of carrier den-
sity n induced by a voltage applied to a silicon
back gate. Figure 1C shows the resistance versus
channel length, measured at two different carrier
densities. In the diffusive regime, where the chan-
nel length remains several times longer than the
mean free path, the total resistance in a two-
terminal measurement can be written as R =
2RC(W) + rL/W, where RC is the contact re-
sistance, L is the device length, W is the device
width, and r is the 2D channel resistivity; RC and
r were extracted as the intercept and slope of a
linear fit to the data shown here for two separate
devices (Fig. 1D).RCwas remarkably low, reach-
ing ~150 ohm·mm for n-type carriers at high den-
sity. This value is ~25% lower than the best reported
surface contacts without additional engineering
such as chemical (18) or electrostatic (17) doping.

Because this value is obtained in a two-terminal
geometry, it includes the intrinsic limit set by the
quantum resistance of the channel, which can be
subtracted to yield an extrinsic contact resistance

Fig. 1. Edge-contact. (A) Schematic of the edge-
contact fabrication process. (B) High-resolution
bright-field STEM image showing details of the edge-
contact geometry. The expanded region shows a
magnified false-color EELS map (fig. S6) of the inter-
face between the graphene edge and metal lead. (C)
Two-terminal resistance versus channel length at
fixed density, measured from a single graphene de-
vice in the TLM geometry. Solid line is a linear fit to
the data. Inset shows an optical image of a TLM
device with edge-contacts. (D) Contact resistance
calculated from the linear fit at multiple carrier
densities for two separate devices. Error bars repre-
sent uncertainty in the fitting. Inset shows resist-
ance scaling with contact width measured from a
separate device.
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Fig. 2. Polymer-free layer assembly. (A) Schematic of the van der Waals technique for polymer-
free assembly of layered materials. (B) Optical image of a multilayered heterostructure using the
process illustrated in (A). (C) AFM image of a large-area encapsulated graphene layer showing that it
is pristine and completely free of wrinkles or bubbles except at its boundary. (D) High-resolution cross-
section ADF-STEM image of the device in (C). The BN-G-BN interface is found to be pristine and free of
any impurities down to the atomic scale.
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Figure 2 Potassium doping of graphene. The conductivity (�) versus gate voltage
(Vg) curves for the pristine sample and three different doping concentrations taken
at 20 K in UHV. Data are from run 3. Lines are fits to equation (1), and the crossing of
the lines defines the points of the residual conductivity and the gate voltage at
minimum conductivity (�res, Vg,min) for each data set. The variation of �min with
impurity concentration is shown in Fig. 5.

for measurements on a second device). On K-doping, (1) the
mobility decreases, (2) �(Vg) becomes more linear, (3) the mobility
asymmetry for holes versus electrons increases, (4) the gate voltage
of minimum conductivity Vg,min shifts to more negative gate
voltage, (5) the width of the minimum conductivity region in Vg

broadens and (6) the minimum conductivity �min decreases, at least
initially (see also Fig. 5 below and Supplementary Information). In
addition, (7) the linear �(Vg) curves extrapolate to a finite �res

at Vg,min. All of these features have been predicted7,8,13–15,17,18 for
charged-impurity scattering in graphene; we will discuss each in
detail below.

EVects (4) and (5) were observed in a previous study in
which graphene was exposed to molecular species24. However, the
authors reported no changes in mobility, concluding that charged-
impurity scattering contributes negligibly to the mobility of
graphene. As discussed further in the Supplementary Information,
the previous experiments did not control the environment
and had low initial sample mobility. The failure to observe
eVects (1)–(3) therefore is most likely due to the presence of
significant concentrations of both positively and negatively charged
impurities24,25, although the presence of water and resist residue19

may also be contributing factors24.
We first examine the behaviour of �(Vg) at high carrier density.

For Vg not too near Vg,min, the conductivity can be fitted (Fig. 2) by

�(Vg) =
(

µecg

�
Vg �Vg,min

�
+�res

�µhcg

�
Vg �Vg,min

�
+�res

Vg > Vg,min

Vg < Vg,min

(2)

where µe and µh are the electron and hole field-eVect mobilities,
cg is the gate capacitance per unit area, 1.15 ⇥ 10�4 F m�2, and
�res is the residual conductivity that is determined by the fit.
The mobilities are reduced by an order of magnitude during
each run, and recover on annealing. The electron mobilities
ranged from 0.081 to 1.32 m2 V�1 s�1 over the four runs, nearly
covering the range of mobilities reported so far in the literature
(⇠0.1–2 m2 V�1 s�1) (refs 2,3,6).
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Figure 3 Inverse of electron mobility 1/µe and hole mobility 1/µh versus
doping time. Experimental error determined from standard error propagation is less
than 4% (see the Methods section). Lines are linear fits to all data points. Inset: The
ratio of µe to µh versus doping time. Error bars represent experimental error in
determining the mobility ratio from the fitting procedure (see the Methods section).
Data are from run 3 (same as Fig. 2).

For uncorrelated scatterers, the mobility depends inversely on
the density of charged impurities, 1/µ / nimp, and equations (1)
and (2) are identical. We assume nimp varies linearly with
dosing time t as potassium is added to the device. Figure 3
shows 1/µe and 1/µh versus t , which are linear, in agreement
with 1/µ / nimp, hence verifying that equation (1) describes
charged-impurity scattering in graphene. We estimate the dosing
rate dnimp/dt = (2.6–3.2) ⇥ 1015 m�2 s�1 and the maximum
concentration of (1.4–1.8) ⇥ 10�3 potassium per carbon (see the
Supplementary Information). From this point, we parameterize the
data by 1/µe, proportional to the impurity concentration (the data
set for µe is more extensive than for µh because of the limited Vg

range accessible experimentally).
Figure 3, inset shows that, although the µe and µh are not

identical, their ratio is fairly constant at µe/µh = 0.83±0.01 (see
the Methods section). Novikov16 predicted µe/µh = 0.37 for an
impurity charge Z = 1; however, the asymmetry is expected to be
reduced when screening by conduction electrons is included.

As K-dosing increases and mobility decreases, the linear
behaviour of �(Vg) (Fig. 2) associated with charged-impurity
scattering dominates, as predicted theoretically14. At the lowest
K-dosing level, sublinear behaviour is observed for large
|Vg � Vg,min| as anticipated. The dependence of the conductivity
on carrier density n / |Vg –Vg,min| is expected to be � / n

a with
a = 1 for charged impurities and a < 1 for short-range and
ripple scattering (see the Supplementary Information). Adding
conductivities in inverse according to Matthiessen’s rule indicates
that scattering other than by charged impurities will dominate
at large n, with the crossover occurring at larger n as nimp is
increased14. A previous study3 also found more linear �(Vg) for
devices with lower mobility. Thus, our data indicate that the
variation in observed field-eVect mobilities of graphene devices
is determined by the level of unintentional charged impurities.

We now examine the shift of the curves in Vg. Figure 4
shows Vg,min as a function of 1/µe. Run 1 diVers from runs 2–4,
presumably owing to irreversible changes as potassium reacts with
charge traps on silicon oxide and/or edges and defects of the
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Figure 1 Sensitivity of graphene to chemical doping. a, Concentration, 1n, of
chemically induced charge carriers in single-layer graphene exposed to different
concentrations, C, of NO2. Upper inset: Scanning electron micrograph of this device
(in false colours matching those seen in visible optics). The scale of the micrograph
is given by the width of the Hall bar, which is 1µm. Lower inset: Characterization of
the graphene device by using the electric-field effect. By applying positive (negative)
Vg between the Si wafer and graphene, we induced electrons (holes) in graphene in
concentrations n= ↵Vg. The coefficient ↵ ⇡ 7.2⇥1010 cm�2 V�1 was found from
Hall-effect measurements6–9. To measure Hall resistivity, ⇢

xy

, B= 1 T was applied
perpendicular to graphene’s surface. b, Changes in resistivity, ⇢, at zero B caused
by graphene’s exposure to various gases diluted in concentration to 1 p.p.m. The
positive (negative) sign of changes is chosen here to indicate electron (hole) doping.
Region I: the device is in vacuum before its exposure; II: exposure to a 5 l volume of
a diluted chemical; III: evacuation of the experimental set-up; and IV: annealing at
150 �C. The response time was limited by our gas-handling system and a
several-second delay in our lock-in-based measurements. Note that the annealing
caused an initial spike-like response in ⇢, which lasted for a few minutes and was
generally irreproducible. For clarity, this transient region between III and IV
is omitted.

of adsorbed gas molecules between diVerent surfaces in the insert.
After a near-equilibrium state was reached, we evacuated the
container again, which led only to small and slow changes in ⇢
(region III in Fig. 1b), indicating that adsorbed molecules were
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Figure 2 Constant mobility of charge carriers in graphene with increasing

chemical doping. Doping increased from zero (black curve) to ⇠1.5⇥1012 cm�2

(red curve) due to increasing exposure to NO2. Conductivity, �, of single-layer
graphene away from the neutrality point changes approximately linearly with
increasing Vg and the steepness of the � (Vg ) curves (away from the neutrality point)
characterizes the mobility, µ (refs 6–9). Doping with NO2 adds holes but also
induces charged impurities. The latter apparently do not affect the mobility of either
electrons or holes. The parallel shift implies a negligible scattering effect of the
charged impurities induced by chemical doping. The open symbols on the curves
indicate the same total concentration of holes, nt (⇠2.7⇥1012 cm�2), as found
from Hall measurements. The practically constant � for the same nt yields
that the absolute mobility, µ = �/nte, as well as the Hall mobility are
unaffected by chemical doping. For further analysis and discussions, see the
Supplementary Information.

strongly attached to the graphene devices at room temperature.
Nevertheless, we found that the initial undoped state could be
recovered by annealing at 150 �C in vacuum (region IV). Repetitive
exposure–annealing cycles showed no ‘poisoning’ eVects of these
chemicals (that is, the devices could be annealed back to their initial
state). A short-time ultraviolet illumination oVered an alternative
to thermal annealing.

To gain further information about the observed chemical
response, we simultaneously measured changes in ⇢xx and ⇢xy

caused by gas exposure, which allowed us to find directly (1)
concentrations, 1n, of chemically induced charge carriers, (2)
their sign and (3) mobilities. The Hall measurements revealed that
NO2, H2O and iodine acted as acceptors, whereas NH3, CO and
ethanol were donors. We also found that, under the same exposure
conditions, 1n depended linearly on the concentration, C, of an
examined chemical (see Fig. 1a). To achieve the linear conductance
response, we electrically biased our devices (by more than ±10 V)
to higher-concentration regions, away from the neutrality point, so
that both � = neµ and Hall conductivity, �xy =1/⇢xy = ne/B, were
proportional to n (see Fig. 1a, lower inset)6–9. The linear response
as a function of C should greatly simplify the use of graphene-based
sensors in practical terms.

Chemical doping also induced impurities in graphene in
concentrations Ni = 1n. However, despite these extra scatterers,
we found no notable changes in µ even for Ni exceeding
1012 cm�2. Figure 2 shows this unexpected observation by showing
the electric-field eVect in a device repeatedly doped with
NO2. V-shaped �(Vg) curves characteristic for graphene6–9
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Figure 1 Sensitivity of graphene to chemical doping. a, Concentration, 1n, of
chemically induced charge carriers in single-layer graphene exposed to different
concentrations, C, of NO2. Upper inset: Scanning electron micrograph of this device
(in false colours matching those seen in visible optics). The scale of the micrograph
is given by the width of the Hall bar, which is 1µm. Lower inset: Characterization of
the graphene device by using the electric-field effect. By applying positive (negative)
Vg between the Si wafer and graphene, we induced electrons (holes) in graphene in
concentrations n= ↵Vg. The coefficient ↵ ⇡ 7.2⇥1010 cm�2 V�1 was found from
Hall-effect measurements6–9. To measure Hall resistivity, ⇢
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, B= 1 T was applied
perpendicular to graphene’s surface. b, Changes in resistivity, ⇢, at zero B caused
by graphene’s exposure to various gases diluted in concentration to 1 p.p.m. The
positive (negative) sign of changes is chosen here to indicate electron (hole) doping.
Region I: the device is in vacuum before its exposure; II: exposure to a 5 l volume of
a diluted chemical; III: evacuation of the experimental set-up; and IV: annealing at
150 �C. The response time was limited by our gas-handling system and a
several-second delay in our lock-in-based measurements. Note that the annealing
caused an initial spike-like response in ⇢, which lasted for a few minutes and was
generally irreproducible. For clarity, this transient region between III and IV
is omitted.

of adsorbed gas molecules between diVerent surfaces in the insert.
After a near-equilibrium state was reached, we evacuated the
container again, which led only to small and slow changes in ⇢
(region III in Fig. 1b), indicating that adsorbed molecules were
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Figure 2 Constant mobility of charge carriers in graphene with increasing

chemical doping. Doping increased from zero (black curve) to ⇠1.5⇥1012 cm�2

(red curve) due to increasing exposure to NO2. Conductivity, �, of single-layer
graphene away from the neutrality point changes approximately linearly with
increasing Vg and the steepness of the � (Vg ) curves (away from the neutrality point)
characterizes the mobility, µ (refs 6–9). Doping with NO2 adds holes but also
induces charged impurities. The latter apparently do not affect the mobility of either
electrons or holes. The parallel shift implies a negligible scattering effect of the
charged impurities induced by chemical doping. The open symbols on the curves
indicate the same total concentration of holes, nt (⇠2.7⇥1012 cm�2), as found
from Hall measurements. The practically constant � for the same nt yields
that the absolute mobility, µ = �/nte, as well as the Hall mobility are
unaffected by chemical doping. For further analysis and discussions, see the
Supplementary Information.

strongly attached to the graphene devices at room temperature.
Nevertheless, we found that the initial undoped state could be
recovered by annealing at 150 �C in vacuum (region IV). Repetitive
exposure–annealing cycles showed no ‘poisoning’ eVects of these
chemicals (that is, the devices could be annealed back to their initial
state). A short-time ultraviolet illumination oVered an alternative
to thermal annealing.

To gain further information about the observed chemical
response, we simultaneously measured changes in ⇢xx and ⇢xy

caused by gas exposure, which allowed us to find directly (1)
concentrations, 1n, of chemically induced charge carriers, (2)
their sign and (3) mobilities. The Hall measurements revealed that
NO2, H2O and iodine acted as acceptors, whereas NH3, CO and
ethanol were donors. We also found that, under the same exposure
conditions, 1n depended linearly on the concentration, C, of an
examined chemical (see Fig. 1a). To achieve the linear conductance
response, we electrically biased our devices (by more than ±10 V)
to higher-concentration regions, away from the neutrality point, so
that both � = neµ and Hall conductivity, �xy =1/⇢xy = ne/B, were
proportional to n (see Fig. 1a, lower inset)6–9. The linear response
as a function of C should greatly simplify the use of graphene-based
sensors in practical terms.

Chemical doping also induced impurities in graphene in
concentrations Ni = 1n. However, despite these extra scatterers,
we found no notable changes in µ even for Ni exceeding
1012 cm�2. Figure 2 shows this unexpected observation by showing
the electric-field eVect in a device repeatedly doped with
NO2. V-shaped �(Vg) curves characteristic for graphene6–9
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ethanol.21 Pristine graphene (right vial in Figure 1b) is
well-dispersed in ethanol because the aromatic ring
(i.e., free pz orbitals; π and π*) of graphene (sp2-carbon
structure) behaves as an acceptor, forming pseudohy-
drogen bonds with the ethanol -OH group. On the
other hand, fluorographene (left vial in Figure 1b) sinks
in ethanol because fluorographene (sp3-carbon struc-
ture) does not have free pz orbitals to form pseudohy-
drogen bonds.
In the transmission electronmicrographs (Figure 2a),

a high-resolution direct imaging of pristine graphene
(left image in Figure 2a) shows the hexagonal arrange-
ment of carbon atoms that is characteristic of single
layer pristine graphene near the edge.20 After process-
ing, the fluorographene (right image in Figure 2a)
appears to consist of highly fluorinated domains
characterized by crumpling and folding of the layer,

surrounding planar, graphene-like domains. A digital
diffractogram of fluorographene (right diffractogram
in Figure 2a) displays the diminished hexagonal dif-
fraction pattern of graphene along with amorphous
halos, which is not shown in that of single layer pristine
graphene (left diffractogram in Figure 2a). Electron
energy loss (EEL) spectra also confirm the presence of
fluorine on graphene. It is shown that the carbon
K-edge (Figure 2b) is at 285 eV, which is similar to that
of graphene, while the fluorine K-edge (Figure 2c) is at
690 eV.
The Fourier transform infrared (FTIR) spectrum of

fluorinated graphene obtained in transmission mode
(Figure 3a) shows much stronger IR bands in fluoro-
graphene than in the graphene due to the greater
transparency of the former. Furthermore, a prominent
feature at 1260 cm-1 characteristic of covalent C-F

Figure 1. Crystalline structure of fluorographene and the solubility of pristine graphene and fluorographene. (a) Structure of
CF; black and purple spheres indicate carbon and fluorine atoms, respectively, which are adsorbed alternatively on both sides
of graphene. The inset, dotted area is a plan view. (b) Fluorographene (left vial) and pristine graphene (right vial) in ethanol.
These samples were sonicated for 30 s in ethanol.

Figure 2. Structural changes of single layer graphene via fluorination process: (a) atomic resolution TEM micrographs of
single layer graphene and fluorographene at edges and corresponding digital diffractograms; EEL spectra of (b) carbon
K-edge (285 eV) and (c) fluorine K-edge (690 eV) corresponding to fluorographene. Scale bar: 2 nm.
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binding energy per atom is the same as in one sheet. The
graphane bonds are fully saturated and there is no opportu-
nity for hydrogen bonding between the sheets. The weak van
der Waals attraction contributes negligibly to the results re-
ported here.

With a calculated binding energy of 6.56 eV/atom in the
chair conformation, graphane is as stable as the analogous
fluorinated compound CF. Using the same method of calcu-
lation, we estimate the binding energy of CF to be
6.53 eV/atom. The binding energy of graphane in the chair
conformation is even lower than the computed value for
other hydrocarbons with 1:1 C:H ratio, such as benzene
!6.49 eV/atom" and acetylene !5.90 eV/atom". Graphane is
the most stable compound we found for this composition
ratio. The binding-energy difference between the chair and
boat conformers of graphane is 0.055 eV/atom in favor of
the chair. This energy difference is close to that in the fluori-
nated case, where similar electronic structure calculations
obtained 0.0725 eV/atom also in favor of the chair
conformer.19 The boat configuration is not as stable as the
chair conformation due to the repulsion of the two hydrogen
atoms bonded to first neighbor carbon atoms on the same
side of the sheet. As mentioned earlier, this repulsion
stretches the C–C bond to 1.56 Å. A high binding energy is
important and required for stability of the compound, but
more important for the synthesis is the formation energy with
respect to other competing hydrocarbons.

Stability with respect to other compounds is indicated by
the formation energy. The natural references for the forma-
tion energy of this compound are graphite and H2 at standard
pressure and temperature conditions, and for consistency we
will use the theoretical values calculated with the same
method. For graphite we will use our calculated binding en-
ergy of 9.55 eV/atom, and in the case of H2 we will use our
calculated binding energy without zero-point energy correc-
tion of 3.27 eV/atom. The formation energies per atom for
different hydrocarbons are shown in Fig. 2 as a function of
the atomic percent of H. In this plot, the point at !0,0" cor-

responds to graphite and the point at !1,0" corresponds to H2.
The figure shows that graphane fits in well with the family of
already known and highly stable hydrocarbons such as poly-
ethylene, benzene, cyclohexane, cyclohexene, and methane.
Of the compounds with a C:H ratio of 1, graphane is the
most stable and it is actually more stable than a mixture of
graphite and cyclohexene with the same hydrogen concentra-
tion. This relative stability may explain the possible observa-
tion of graphanelike structures in ball milled samples of an-
thracite cyclohexene mixtures.20 In Fig. 2, we have also
included a series of compounds with formula CnH with
n=2–5. The only member of this family with negative for-
mation energy is C2H. The chair conformer of graphane can

TABLE I. Crystal structure and binding energies of the chair
and boat conformations of graphane. The binding energy is the
difference between the total energy of the isolated atoms and the
total energy of the compound.

Chair Boat

Unit cell
Space group P-3m1 !164" Pmmn !59"
A 2.516 4.272
B 2.516 2.505
C 4.978 4.976

Atomic positions
C !2d" !1/3, 2 /3, 0.5419" !4f" !0.8178, 0, 0.5636"
H !2d" !1/3, 2 /3, 0.7479" !4f" !0.7439, 0, 0.7717"

Bond length !Å"
C-C 1.52 1.56, 1.52
C-H 1.11 1.10
Binding energy
!eV/atom"

6.56 6.50

FIG. 1. !Color online" Structure of graphane in the chair con-
formation. The carbon atoms are shown in gray and the hydrogen
atoms in white. The figure shows the hexagonal network with
carbon in the sp3 hybridization.

FIG. 2. !Color online" Formation energy per atom as a function
of hydrogen content in atomic percent. Graphane is among the most
stable hydrocarbons and it is the most stable for its hydrogen con-
centration. It is also more stable than mixtures of cyclohexene and
graphite.

BRIEF REPORTS PHYSICAL REVIEW B 75, 153401 !2007"

153401-2

be thought of as a monolayer of diamond !111" surface hy-
drogenated on both sides. CnH corresponds to a slab with n
layers of carbon atoms cut from the same surface and hydro-
genated on both sides. Other hydrogenated versions of exist-
ing fluorine graphite intercalation compounds show large and
positive formation energy and thus should not be observed.

The electronic band structures of the two conformers are
very similar. They have a direct band gap at the ! point with
Eg=3.5 eV for the chair conformer and Eg=3.7 eV for the
boat conformer. The band structure and corresponding den-
sity of states for the chair conformer are displayed in Fig. 3.
The top of the valence band is doubly degenerate, with two
different effective masses, and decomposition of the density
of states shows that these states are mainly of p symmetry.
On the contrary, the bottom of the conduction band exhibits
mainly s character and has a larger effective mass. Graphane
shows a moderate charge transfer from hydrogen to carbon
!of the same order of magnitude as other hydrocarbons". A
Mulliken population analysis21 shows a transfer of about 0.2
electronic charge in both isomeric compounds.

We have calculated the frequencies of phonons at the !
point using a frozen phonon approach with a displacement of
0.0053 Å. The calculations are done for an isolated layer in a
cell with a c lattice constant of 16 Å. The vibrational fre-
quencies obtained are shown in Fig. 4. The highest-
frequency modes, corresponding to C-H bond stretching
modes, occur at 3026 cm−1 for the boat conformer and at
2919 cm−1 for the chair. The frequency is higher for the boat
conformer due to the interaction between neighboring hydro-
gen atoms on the same side of the plane. These C-H stretch-
ing modes are infrared active and should be useful in char-
acterizing this compound.

Although we hope that our report will trigger the interest
of other researchers specialized in synthesis to imagine a
successful process to synthesize graphane, we will comment
here on some possible routes we would like to suggest. Hy-
drogenation of different forms of carbon has been thoroughly
studied recently, including nanotubes,22–25 different
graphenic surfaces,26 and even bulk structures.27 Adsorption
of atomic hydrogen on graphite !0001" has recently been
studied experimentally by scanning tunneling microscopy28

and theoretically29 and on diamond !111".30,31 Direct expo-
sure of graphite to an atmosphere of F2 at high temperature
produces fluorine intercalation compounds up to the monof-
luoride. However, direct exposure to H2 does not seem to be
the correct path to produce graphane because, unlike fluo-
rine, hydrogen does not intercalate graphite32 due to the
higher binding energy of H2 !#2.4 eV/atom" compared to F2
!#1.5 eV/atom". Thus, the synthesis of graphane has to be
directed through a different path. In the case of reactive ball
milling between anthracite coal and cyclohexene, the deliv-
ery of H does not involve splitting molecular hydrogen.
However, a method to produce cleaner samples would be
desirable.

A possible synthetic path to graphane can start from CF
and exchange fluorine with hydrogen. The direct exposure of
CxF to hydrogen removes the fluorine from the compound to
form HF and graphite, not graphane.33 An alternative proce-

FIG. 3. !Color online" Band structure !left"
and density of states !right" of the chair con-
former. The decomposition into states with s
!green/light gray" and p !red/gray" symmetries is
shown together with the total density of states
!black". The states at the top of the valence band
are mainly of p symmetry, while the states at the
bottom of the conduction band have s symmetry.

FIG. 4. Density of states of the phonons at ! for the chair and
boat conformers. The density of states is normalized to integrate up
to three times the number of atoms in the unit cell. The modes at
higher frequency correspond to C-H bond stretching. In the boat
configuration, these modes are higher due to the lateral H-H inter-
action. The chair conformer is calculated in the hexagonal unit cell,
while the boat conformer is calculated in the tetragonal unit cell
with twice the number of atoms.
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the bandgap by NEXFAS. Thus it is attributed to band-
to-band recombination of a free electron and a free
hole. The 3.645 eV peak is 156 meV (1260 cm-1) below
the bandgap emission, equivalent to the C-F vibration
mode and consistent with FTIR measurements shown
in Figure 3a. As such, this feature is due to phonon-
assisted radiative recombination across the bandgap
where the C-F vibration mode is excited when the
electron-hole pair recombines. Deeper within the gap
some blue emission at 2.88 eV was observed in gra-
phene fluorinated for 1 day, as indicated in Figure 4b. It
was also accompanied by a second peak located 157
meV lower in energy.
The blue emission is similar to that observed in

other luminescent carbon materials,29,30 the exact
origin of which is still controversial. In our case it
could be due to excitonic recombination, since the
∼1 eV shift of these lines from the peak of the PL

emission is similar to the observed excitonic absorp-
tion peak seen in the NEXAFS spectrum. However,
the blue lines are not robust with increasing fluo-
rination, indicating that excitonic recombination is
quenched by the associatedmorphological changes
observed.
In conclusion, we report preparation of fluorogra-

phene by direct chemical fluorination of pure gra-
phene. The samples are robust to exposure to air and
ethanol. The modification of the carbon-carbon
bonding by formation of sp3-derived carbon-fluorine
bonds leads to the formation of a bandgap. The
bandgap of fluorographene is at least 3.8 eV, wide
enough for optoelectronic applications in the blue/UV
spectrum. Fluorographenemay pave the way to devel-
op novel graphene-based semiconductors by simple
chemical methods for future semiconductor devices
and energy harvesting.

MATERIAL AND METHODS
Synthesis Method. The fluorographene sheets were synthesized

by heating themixture of graphene sheets andXeF2. Thismixture
was heated to 350 !C for 1 and 5 days under inert atmosphere.

Characterization Methods. FTIR. The FT-IR spectrum (400-
4000 cm-1) of the pristine graphene and fluorographene was
measured using a Nicolet IR100 FT-IR spectrometer with pure
KBr as the background. Pristine graphene and fluorographene
sheets were mixed with KBr powder and compressed into a
transparent tablet for measurements.

TEM and EELS. Transmission electron aberration-corrected
microscope (TEAM 0.5, monochromated 80 kV accelerating
voltage) were used to perform electron energy loss spectros-
copy (EELS) and high-resolution imaging, respectively. Fluoro-
graphene sheet was dispersed in acetone. A drop of the
suspension was deposited onto commercially available TEM

grid (Ted Pella, lacey carbon 300 mesh Cu grids), directly before
the TEM session. The contrast for the Figure 2a was adjusted.

Raman Spectroscopy. Raman spectroscopy characterization
was also performed. Synthesized samples were placed on a
silicon substrate. Raman spectra of fluorographene samples
were measured in the back scattering configuration using a
micro-Raman spectrometer, (Labram, ISA Groupe Horiba), and
holographic grating of 1800 grooves/mm with a He-Ne laser
(excitation line 632.8 nm), objective 80! (numerical aperture
0.75). The laser power was reduced to <0.8 mW to avoid sample
heating. Peak positions and bandwidths were obtained by
fitting with a Lorenztian function.

Near Edge X-ray Absorption Spectroscopy. Data were col-
lected with a Scienta 4000 electrostatic analyzer by measuring
the number of photoemitted electrons in the range between
35 and 45 eV kinetic energy, as a function of the incident photon

Figure 4. Bandgap opening of fluorographene. (a) NEXAFS spectra of pristine graphene and fluorographene with two
different contents of fluorine. The dashed lines at 284.1 and 287.9 eV mark the leading edges of the π* resonance for the
pristine and fluorinated sample, respectively. (b) Room temperature photoluminescence emission of the pristine graphene/
fluorographene dispersed in acetone using 290 nm (4.275 eV) excitation. The dotted lines are used for guiding eyes. The
interval of dotted line is ∼156 meV. Optical images (top view) of the blue emission observed after the PL emission was
recorded with the samples in 3.5 mL quartz cuvettes. The blue light persists ca. 30 s after the excitation laser is turned off.
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of K and K0 are both at k ! 0. It is interesting to note that
for zigzag edges the edge states persist for !so ! 0, where
they become perfectly flat [16]. This leads to an enhanced
density of states at the Fermi energy associated with zigzag
edges. This has been recently seen in scanning tunneling
spectroscopy of graphite surfaces [17].

We have also considered a nearest neighbor Rashba
term, of the form iẑ " #s!" $ d%cyi!cj". This violates the
conservation of sz, so that the Laughlin argument no longer
applies. Nonetheless, we find that the gapless edge states
remain, provided #R <!so, so that the bulk band gap
remains intact. The crossing of the edge states at the
Brillouin zone boundary kx ! $=a in Fig. 1 (or at k ! 0
for the armchair edge) is protected by time reversal sym-
metry. The two states at kx ! $=a form a Kramers doublet
whose degeneracy cannot be lifted by any time reversal
symmetric perturbation. Moreover, the degenerate states at
kx ! $=a& q are a Kramers doublet. This means that
elastic backscattering from a random potential is forbid-
den. More generally, scattering from a region of disorder
can be characterized by a 2$ 2 unitary S matrix which
relates the incoming and outgoing states: "out ! S"in,
where " is a two component spinor consisting of the left
and right moving edge states %L",%R#. Under time reversal
"in;out ! sy"'out;in. Time reversal symmetry therefore im-
poses the constraint S ! sySTsy, which rules out any off
diagonal elements.

Electron interactions can lead to backscattering. For
instance, the term u yL"@x 

y
L" R#@x R#, does not violate

time reversal, and will be present in an interacting
Hamiltonian. For weak interactions this term is irrelevant
under the renormalization group, since its scaling dimen-
sion is ! ! 4. It thus will not lead to an energy gap or to
localization. Nonetheless, it allows inelastic backscatter-
ing. To leading order in u it gives a finite conductivity of
the edge states, which diverges at low temperature as
u(2T3(2! [18]. Since elastic backscattering is prevented
by time reversal there are no relevant backscattering pro-
cesses for weak interactions. This stability against inter-

actions and disorder distinguishes the spin filtered edge
states from ordinary one-dimensional wires, which are
localized by weak disorder.

A parallel magnetic field Hk breaks time reversal and
leads to an avoided crossing of the edge states. Hk also
reduces the symmetry, allowing terms in the Hamiltonian
which provide a continuously gapped path connecting the
states generated by &z'zsz and &z. Thus in addition to
gapping the edge states Hk eliminates the topological
distinction between the QSH phase and a simple insulator.

The spin filtered edge states have important consequen-
ces for both the transport of charge and spin. In the limit of
low temperature we may ignore the inelastic backscatter-
ing processes, and describe the ballistic transport in the
edge states within a Landauer-Büttiker [19] framework.
For a two terminal geometry [Fig. 2(a)], we predict a
ballistic two terminal charge conductance G ! 2e2=h.
For the spin filtered edge states the edge current density
is related to the spin density, since both depend on nR" (
nL#. Thus the charge current is accompanied by spin accu-
mulation at the edges. The interplay between charge and
spin can be probed in a multiterminal device. Define the
multiterminal spin conductance by Isi !

P
jGs

ijVj. Time
reversal symmetry requires Gs

ji ! (Gs
ij, and from

Fig. 2(b) it is clear thatGs
ij ! &e=4$ for adjacent contacts

i and j. In the four terminal geometry of Fig. 2(b) a spin
current Is ! eV=4$ flows into the right contact. This
geometry can also be used to measure a spin current. A
spin current incident from the left (injected, for instance,

V/2

V

-V/2

0

0 0

(b)

(a)

I

Is

FIG. 2. Schematic diagrams showing (a) two terminal and
(b) four terminal measurement geometries. In (a) a charge
current I ! #2e2=h% V flows into the right lead. In (b) a spin
current Is ! #e=4$% V flows into the right lead. The diagrams to
the right indicate the population of the edge states.

-1

0

0 2π/aπ/a

E/t

k

1

X

X

FIG. 1. (a) One-dimensional energy bands for a strip of gra-
phene (shown in inset) modeled by (7) with t2=t ! 0:03. The
bands crossing the gap are spin filtered edge states.

PRL 95, 226801 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
25 NOVEMBER 2005

226801-3

Kane	  &	  Mele,	  Phys.	  Rev.	  Leg.	  95,	  226801	  (2005)	  

l2µ < l2B

HTB = ~c̃

0

BBBBB@

0 kx � iky 0 0

kx + iky 0 0 0

0 0 0 �kx + iky

0 0 �kx � iky 0

1

CCCCCA

0 = ⇢
P�

@2f
@t2 � @2f

@x2

HTB = ~c̃

0

@ 0 kx � iky

kx + iky 0

1

A

H = ~c̃

0

@ 0 kx � iky

kx + iky 0

1

A

H = ~c̃

0

@ �SO kx � iky

kx + iky ��SO

1

A

= c̃⌧z~� · ~p

= c̃ ~� · ~p

Hg = c̃ ~� · ~p

HSO = �SO �zsz⌧z

�SO ⇠ 1µeV

�SO = 0

�SO > 0

E = ~c̃|k|

ESO =
q
(~c̃|k|)2 +�2

SO

HBN =

0

@ ✏B ~v(kx � iky)

~v(kx + iky) ✏N

1

A = v~� · ~p+ �z�✏ (1)

1



graphene, coincidentally, has a band velocity (jvFj< 106 m s21)18

comparable to what we observe for Bi0.9Sb0.1, but its spin–orbit
coupling is several orders of magnitude weaker, and the only known
method of inducing a gap in the Dirac spectrum of graphene is by
coupling to an external chemical substrate20. The Bi12xSbx series thus
provides a rare opportunity to study relativistic Dirac hamiltonian
physics in a 3D condensed matter system where the intrinsic (rest)
mass gap can easily be tuned.

Studying the band dispersion perpendicular to the sample surface
provides a way to differentiate bulk states from surface states in a 3D
material. To visualize the near-EF dispersion along the 3D L–X cut (X
is a point that is displaced from L by a kz-distance of 3p/c, where c is
the lattice constant), in Fig. 2a we plot energy distribution curves
(EDCs) taken such that electrons at EF have fixed in-plane
momentum (kx, ky) 5 (Lx, Ly) 5 (0.8 Å21

, 0.0 Å21), as a function of
photon energy hn. There are three prominent features in the EDCs: a
non-dispersing, kz-independent peak centred just below EF, at about
20.02 eV; a broad, non-dispersing hump centred near 20.3 eV; and

a strongly dispersing hump that coincides with the latter near
hn 5 29 eV. To understand which bands these features originate
from, we show ARPES intensity maps along an in-plane cut !KK !MM!KK
(parallel to the ky-direction) taken using hn values of 22 eV, 29 eV and
35 eV, which correspond to approximate kz values of Lz 2 0.3 Å21, Lz,
and Lz 1 0.3 Å21, respectively (Fig. 2b). At hn 5 29 eV, the low-
energy ARPES spectral weight reveals a clear L-shaped band close
to EF. As the photon energy is either increased or decreased from
29 eV, this intensity shifts to higher binding energies as the spectral
weight evolves from the L-shaped band into a ‘U’-shaped band.
Therefore, the dispersive peak in Fig. 2a comes from the bulk valence
band, and for hn 5 29 eV the high-symmetry point L 5 (0.8, 0, 2.9)
appears in the third bulk Brillouin zone. In the maps of Fig. 2b with
respective hn values of 22 eV and 35 eV, overall weak features near EF

that vary in intensity remain even as the bulk valence band moves far
below EF. The survival of these weak features over a large photon
energy range (17–55 eV) supports their surface origin. The non-
dispersing feature centred near 20.3 eV in Fig. 2a comes from the
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Figure 1 | Dirac-like dispersion near the L-point in the bulk Brillouin zone.
Selected ARPES intensity maps of Bi0.9Sb0.1 are shown along three
k-space cuts through the L-point of the bulk 3D Brillouin zone. The
presented data are taken in the third Brillouin zone with Lz 5 2.9 Å21 with a
photon energy of 29 eV. The cuts are along the ky-direction (a); a direction
rotated by approximately 10u from the ky-direction (b); and the kx-direction
(c). Here, d symbolizes a change along a particular k-direction. Each cut
shows a "-shaped bulk band whose tip lies below the Fermi level, signalling a
bulk gap. The surface states are denoted SS and are all identified in Fig. 2 (for
further identification via theoretical calculations, see Supplementary
Information). d, Momentum distribution curves corresponding to the

intensity map in a. f, A log-scale plot of the momentum distribution curves
corresponding to the intensity map in c. The red lines are guides to the eye
for the bulk features in the momentum distribution curves. e, Schematic of
the bulk 3D Brillouin zone of Bi12xSbx and the 2D Brillouin zone of the
projected (111) surface. The high-symmetry points !CC, !MM and !KK of the surface
Brillouin zone are labelled. The schematic evolution of bulk band energies as
a function of x is shown. The L-band inversion transition occurs at x < 0.04,
where a 3D gapless Dirac point is realized, and the composition we study
here (for which x 5 0.1) is indicated by the green arrow. A more detailed
phase diagram based on our experiments is shown in Fig. 3c.
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Although the four-band Dirac model (Eq. 1)
gives a simple qualitative understanding of
this novel phase transition, we also performed
more realistic and self-consistent eight-band
k·p model calculations (13) for a 6.5-nm quan-
tum well, with the fan chart of the Landau
levels displayed in Fig. 1B. The two anoma-
lous Landau levels cross at a critical magnetic
field Bc

⊥, which evidently depends on well
width. This implies that when a sample has its
Fermi energy in the gap at zero magnetic
field, this energy will always be crossed by
the two anomalous Landau levels, resulting in
a QH plateau in-between the two crossing
fields. Figure 3 summarizes the dependence
of Bc

⊥ on well width d. The open red squares
are experimental data points that result from
fitting the eight-band k·p model to experi-
mental data as in Fig. 1, while the filled red
triangles result solely from the k·p calcula-
tion. For reference, the calculated gap ener-
gies are also plotted in this graph as open
blue circles. The band inversion is reflected
in the sign change of the gap. For relatively
wide wells (d > 8.5 nm), the (inverted) gap

starts to decrease in magnitude. This is be-
cause for these well widths, the band gap no
longer occurs between the E1 and HH1 lev-
els, but rather between HH1 and HH2—the
second confined hole-like level, as schemat-
ically shown in the inset of Fig. 3 [see also
(17)]. Also in this regime, a band crossing of
conductance- (HH1) and valence- (HH2) band–
derived Landau levels occurs with increasing
magnetic field (13, 17, 18). Figure 3 clearly
illustrates the quantum phase transition that
occurs as a function of d in the HgTe QWs:
Only for d > dc does Bc

⊥ exist, and at the
same time the energy gap is negative (i.e.,
the band structure is inverted). The experimen-
tal data allow for a quite accurate determi-
nation of the critical thickness, yielding dc =
6.3 ± 0.1 nm.

Zero-field edge channels and the QSH
effect. The actual existence of edge channels
in insulating inverted QWs is only revealed
when studying smaller Hall bars [the typical
mobility of 105 cm2 V−1 s−1 in n-type material
implies an elastic mean free path of lmfp ≈
1 mm (19, 20)—and one may anticipate lower

mobilities in the nominally insulating regime].
The pertinent data are shown in Fig. 4, which
plots the zero B-field four-terminal resistance
R14,23 ≡ V23/I14 as a function of normalized gate
voltage (Vthr is defined as the voltage for which
the resistance is largest) for several devices that
are representative of the large number of
structures we investigated. R14,23 is measured
while the Fermi level in the device is scanned
through the gap. In the low-resistance regions at
positive Vg − Vthr, the sample is n-type; at
negative Vg − Vthr, the sample is p-type.

The black curve labeled I in Fig. 4 was
obtained from a medium-sized [(20.0 × 13.3)
mm2] device with a 5.5-nm QW and shows the
behavior we observe for all devices with a
normal band structure: When the Fermi level
is in the gap, R14,23 increases strongly and is
at least several tens of megohm (this is the de-
tection limit of the lock-in equipment used in
the experiment). This clearly is the expected
behavior for a conventional insulator. How-
ever, for all devices containing an inverted QW,
the resistance in the insulating regime remains
finite. R14,23 plateaus at well below 100 kilohm
(i.e., G14,23 = 0.3 e2/h) for the blue curve
labeled II, which is again for a (20.0 × 13.3)
mm2 device fabricated by optical lithography,
but that contains a 7.3-nm-wide QW. For much
shorter samples (L = 1.0 mm, green and red
curves III and IV) fabricated from the same
wafer, G14,23 actually reaches the predicted
value close to 2e2/h, demonstrating the exis-
tence of the QSH insulator state for inverted
HgTe QW structures.

Figure 4 includes data on two devices with
d = 7.3 nm, L = 1.0 mm. The green trace (III)
is from a device with W = 1.0 mm, and the red
trace (IV) corresponds to a device with W =
0.5 mm. Clearly, the residual resistance of the
devices does not depend on the width of the
structure, which indicates that the transport
occurs through edge channels (21). The traces
for the d = 7.3 nm, L = 1.0 mm devices do not
reach all the way into the p-region because the
electron-beam lithography needed to fabricate
the devices increases the intrinsic (Vg = 0 V)
carrier concentration. In addition, fluctuations
on the conductance plateaus in traces II, III,
and IV are reproducible and do not stem from,
e.g., electrical noise. Although all R14,23 traces
discussed so far were taken at the base
temperature (30 mK) of our dilution refriger-
ator, the conductance plateaus are not limited
to this very-low-temperature regime. In the
inset of Fig. 4, we reproduce the green 30-mK
trace III on a linear scale and compare it with
a trace (in black) taken at 1.8 K from another
(L × W) = (1.0 × 1.0) mm2 sample, which was
fabricated from the same wafer. In the fabrica-
tion of this sample, we used a lower-illumination
dose in the e-beam lithography, resulting in a
better (but still not quite complete) coverage of
the n-i-p transition. Clearly, in this further
sample, and at 1.8 K, the 2e2/h conductance

Fig. 3. Crossing field,
Bc⊥ (red triangles), and
energy gap, Eg (blue
open dots), as a func-
tion of QW width d
resulting from an eight-
band k·p calculation.
For well widths larger
than 6.3 nm, the QW is
inverted and a mid-gap
crossing of Landau levels
deriving from the HH1
conductance and E1 va-
lence band occurs at fi-
nite magnetic fields. The
experimentally observed
crossing points are in-
dicated by open red
squares. The inset shows
the energetic ordering of the QW subband structure as a function of QW width d. [See also (17)].
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spin-orbit coupling. As Fig. 2(a) illustrates, the Dirac cones
characteristic of pure graphene indeed remain massless—
despite the reduced translation symmetry, conventional
gapped phases are not stabilized here, consistent with the
intuition developed in the single-adatom case above.
Indium does, however, electron-dope graphene and
shifts the Fermi level EF to 0.95 eV above the Dirac
points. From the adatom’s local density of states (LDOS)
displayed in Fig. 2(a), one can see that indium’s 5p
orbitals lie almost entirely above EF, implying that
the 5p electron in neutral indium nearly completely
transfers to graphene. (The charge of an indium adatom
is þ0:8e from the Bader charge division scheme.)
Note that the relatively diffuse pz LDOS indicates
that this orbital hybridizes more strongly with graphene
compared to the px;y orbitals. Replacing indium with thal-
lium, again without spin-orbit coupling, leads to the band
structure and LDOS shown in Fig. 2(d). Clearly the elec-
tronic structure is modified very little by this substitution;
importantly, the Dirac cones remain massless with thallium
as well.

Thus any gap opening at the Dirac points must originate
from spin-orbit coupling. Figure 2(b) displays the band
structure and LDOS for spin-orbit-coupled indium on gra-
phene. Note the sizable spin-orbit splitting in the LDOS for
the px;y orbitals. More remarkably, a gap !so " 7 meV
now appears at the Dirac points, which already exceeds the
spin-orbit-induced gap in pure graphene [7–11] by several
orders of magnitude. The analogous results for thallium—
whose atomic mass is nearly twice that of indium—are still
more striking. As Fig. 2(e) illustrates, p-orbital splittings
of order 1 eV are now evident in the LDOS, and a gap
!so " 21 meV opens at the Dirac points. We emphasize
that these results apply for adatom coverages of only
6.25%. To explore the dependence of !so on the adatom
coverage, we additionally investigated systems with one
adatom in 5# 5, 7#7, and 10#10 supercells. (For N # N
supercells with N a multiple of 3, the Dirac points reside at
zero momentum and can thus hybridize and gap out even
without spin-orbit coupling. We therefore ignore such
geometries.) The values of !so along with the Fermi
level EF computed for the coverages we studied appear
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FIG. 2. Band structure and the adatom local density of states (LDOS). All data correspond to one adatom in a 4# 4 supercell, with
the upper row corresponding to indium and the lower row corresponding to thallium. The left panels in (a) and (d) correspond to the
band structure and LDOS computed using DFT without spin-orbit coupling. The horizontal dashed red lines indicate the Fermi level
(EF), which shifts due to electron-doping from the adatoms. Insets zoom in on the band structure near the K point within an energy
range $35 to 35 meV, showing that, without spin-orbit interactions, neither indium nor thallium opens a gap at the Dirac points. The
central panels in (b) and (e) are the corresponding DFT results including spin-orbit coupling. Remarkably, in the indium case, a gap of
7 meV opens at the Dirac points, while, with thallium, the gap is larger still at 21 meV. Finally, the right panels in (c) and (f) were
obtained using the tight-binding model described in Sec. III.
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gapped phases are not stabilized here, consistent with the
intuition developed in the single-adatom case above.
Indium does, however, electron-dope graphene and
shifts the Fermi level EF to 0.95 eV above the Dirac
points. From the adatom’s local density of states (LDOS)
displayed in Fig. 2(a), one can see that indium’s 5p
orbitals lie almost entirely above EF, implying that
the 5p electron in neutral indium nearly completely
transfers to graphene. (The charge of an indium adatom
is þ0:8e from the Bader charge division scheme.)
Note that the relatively diffuse pz LDOS indicates
that this orbital hybridizes more strongly with graphene
compared to the px;y orbitals. Replacing indium with thal-
lium, again without spin-orbit coupling, leads to the band
structure and LDOS shown in Fig. 2(d). Clearly the elec-
tronic structure is modified very little by this substitution;
importantly, the Dirac cones remain massless with thallium
as well.

Thus any gap opening at the Dirac points must originate
from spin-orbit coupling. Figure 2(b) displays the band
structure and LDOS for spin-orbit-coupled indium on gra-
phene. Note the sizable spin-orbit splitting in the LDOS for
the px;y orbitals. More remarkably, a gap !so " 7 meV
now appears at the Dirac points, which already exceeds the
spin-orbit-induced gap in pure graphene [7–11] by several
orders of magnitude. The analogous results for thallium—
whose atomic mass is nearly twice that of indium—are still
more striking. As Fig. 2(e) illustrates, p-orbital splittings
of order 1 eV are now evident in the LDOS, and a gap
!so " 21 meV opens at the Dirac points. We emphasize
that these results apply for adatom coverages of only
6.25%. To explore the dependence of !so on the adatom
coverage, we additionally investigated systems with one
adatom in 5# 5, 7#7, and 10#10 supercells. (For N # N
supercells with N a multiple of 3, the Dirac points reside at
zero momentum and can thus hybridize and gap out even
without spin-orbit coupling. We therefore ignore such
geometries.) The values of !so along with the Fermi
level EF computed for the coverages we studied appear
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central panels in (b) and (e) are the corresponding DFT results including spin-orbit coupling. Remarkably, in the indium case, a gap of
7 meV opens at the Dirac points, while, with thallium, the gap is larger still at 21 meV. Finally, the right panels in (c) and (f) were
obtained using the tight-binding model described in Sec. III.
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adatom locations while the shading represents the proba-
bility amplitude extracted from the wave function.

Remarkably, the formation of a TI by no means requires
the periodic arrangements considered so far. Similar physics
arises even for completely randomly distributed H-site
adatoms. The dashed curve in Fig. 2(b) illustrates the DOS
for the random case, again at 6.25% coverage. Even in our
finite system, one can easily resolve edge modes within a
0.21 eV energy range that is comparable to the bulk gap
for the periodic case; see e.g., the midgap state with energy
E ¼ 0:003 eV plotted in Fig. 2(c). Transport calculations for
the random case similar to Ref. [23] also reveal conductance
quantization expected for the topological phase [38].

Next, we demonstrate using DFT that the mechanism
described above can be realized in graphene with 5d ada-
toms, notably Os and Ir. All DFT calculations were carried
out with the Vienna ab initio simulation package [39,40] at
the level of the local density approximation [41], including
SOC unless specified otherwise. Most results were obtained
using the supercell in Fig. 1(a), with one adatom per cell.
See the Supplemental Material [37] for additional details
and a comparison with generalized gradient approximation
results [35]. Below, we discuss Os and then turn to Ir.

Since the thermal stability of adsorption structures is
relevant for both experiments and applications, candidate
adatoms should ideally exhibit large H-site binding energies
[defined as Eb ¼ EðgrapheneÞ þ EðadatomÞ % Eðadatom=
grapheneÞ] and high diffusion energy barriers [defined as
!E ¼ Ebðtransition stateÞ % Ebðground stateÞ]. Osmium
satisfies both criteria. The binding energy for Os at the H
site in graphene is 2.42 eV—much larger than the ‘‘top’’
(directly above a C) and the ‘‘bridge’’ (above the midpoint
of a C–C bond) configurations for which Eb is 1.70 and
1.59 eV, respectively. Moreover, the calculated diffusion
barrier for an Os adatom to diffuse from an H site through
the top site is found to equal the difference between the
binding energies at these positions, 0.72 eV. The barrier
for diffusion through the bridge site is similarly given by
0.83 eV. Therefore, despite the fact that aggregation gener-
ally lowers the system’s energy, dilute Os adatoms should be
stable over H sites even at room temperature. By contrast,
most 3d transition metals have Eb & 1 eV [42] and are
much more mobile [42,43] and susceptible to clustering;
for example, the diffusion barrier is only 0.40 eV for Co on
graphene [44].

Figure 3(a) displays the DFT band structure for periodic
H-site Os adatoms on graphene at 6.25% coverage using
the 4' 4 supercell in Fig. 1(a). Each Os adatom forms a
charge state ofþ0:55e (based on the Bader charge division
scheme [45]), indicating that the Os–graphene bonds mix
covalent and ionic features. Clearly, these bonds dramati-
cally modify the characteristic Dirac bands at the K point
of pure graphene similar to Fig. 1. Most importantly, Os
induces a band gap !SO ¼ 0:27 eV, right at the Fermi
level given by the green dashed line in Fig. 3(a). As in

our tight-binding model, the gap here results solely from
SOC. (Without SOC, a gapless spectrum arises; see the
Supplemental Material [37].) More precisely, the partial
density of states (PDOS) for the Os 5d orbitals displayed in
Fig. 3(b) indicates that the gap arises from the hybridiza-
tion between graphene’s ! states and the spin-orbit-split
dxz and dyz adatom orbitals, also as in our tight-binding

model. The PDOS for the dz2 , dx2%y2 and dxy orbitals, by

contrast, is concentrated at much lower energies. Thus, the
gap-opening mechanism introduced earlier indeed appears
in the realistic Os–graphene system.
The Os-induced gap depends exceptionally weakly on

coverage. To illustrate this point, we performed simula-
tions of graphene with one Os adatom in 5' 5, 7' 7, and
10' 10 supercells (corresponding to coverages of 4, 2.04,
and 1%). Circles in Fig. 3(c) show the DFT-predicted gaps,
which remain close to 0.2 eV even at 1% coverage. This
striking feature is actually rather natural since the local
atomic spin-orbit splitting for the Os dxz and dyz orbitals
essentially sets !SO.
Strictly speaking, a true TI phase does not arise in the

DFT simulations described above since Os forms small
spin and orbital magnetic moments of 0:45"B and
0:05"B, respectively. This produces visible splittings of
the bands at the " and M points corresponding to time-
reversal-invariant momenta; see Fig. 3(a). One should keep
in mind, however, that DFT can sometimes overestimate
moment formation. Nonetheless, even if a moment Ms

appears in an experiment, there are practical means by
which this can be quenched to zero to reveal a bona fide
topological phase. One effective approach is to apply an
external electric field ". Figure 4(a) illustrates that Ms of
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FIG. 3 (color online). (a) First-principles band structure for Os
on graphene at 6.25% coverage. The green dashed line indicates
the Fermi level. (b) Corresponding PDOS for the Os 5d levels.
The large gap !SO visible in (a) arises from hybridization
between graphene and the spin-orbit-split dxz=yz orbitals, as in
our tight-binding model. (c) Coverage dependence of the gap
for graphene with Os adatoms (circles) and Cu–Os dimers
(triangles).
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adatom locations while the shading represents the proba-
bility amplitude extracted from the wave function.

Remarkably, the formation of a TI by no means requires
the periodic arrangements considered so far. Similar physics
arises even for completely randomly distributed H-site
adatoms. The dashed curve in Fig. 2(b) illustrates the DOS
for the random case, again at 6.25% coverage. Even in our
finite system, one can easily resolve edge modes within a
0.21 eV energy range that is comparable to the bulk gap
for the periodic case; see e.g., the midgap state with energy
E ¼ 0:003 eV plotted in Fig. 2(c). Transport calculations for
the random case similar to Ref. [23] also reveal conductance
quantization expected for the topological phase [38].

Next, we demonstrate using DFT that the mechanism
described above can be realized in graphene with 5d ada-
toms, notably Os and Ir. All DFT calculations were carried
out with the Vienna ab initio simulation package [39,40] at
the level of the local density approximation [41], including
SOC unless specified otherwise. Most results were obtained
using the supercell in Fig. 1(a), with one adatom per cell.
See the Supplemental Material [37] for additional details
and a comparison with generalized gradient approximation
results [35]. Below, we discuss Os and then turn to Ir.

Since the thermal stability of adsorption structures is
relevant for both experiments and applications, candidate
adatoms should ideally exhibit large H-site binding energies
[defined as Eb ¼ EðgrapheneÞ þ EðadatomÞ % Eðadatom=
grapheneÞ] and high diffusion energy barriers [defined as
!E ¼ Ebðtransition stateÞ % Ebðground stateÞ]. Osmium
satisfies both criteria. The binding energy for Os at the H
site in graphene is 2.42 eV—much larger than the ‘‘top’’
(directly above a C) and the ‘‘bridge’’ (above the midpoint
of a C–C bond) configurations for which Eb is 1.70 and
1.59 eV, respectively. Moreover, the calculated diffusion
barrier for an Os adatom to diffuse from an H site through
the top site is found to equal the difference between the
binding energies at these positions, 0.72 eV. The barrier
for diffusion through the bridge site is similarly given by
0.83 eV. Therefore, despite the fact that aggregation gener-
ally lowers the system’s energy, dilute Os adatoms should be
stable over H sites even at room temperature. By contrast,
most 3d transition metals have Eb & 1 eV [42] and are
much more mobile [42,43] and susceptible to clustering;
for example, the diffusion barrier is only 0.40 eV for Co on
graphene [44].

Figure 3(a) displays the DFT band structure for periodic
H-site Os adatoms on graphene at 6.25% coverage using
the 4' 4 supercell in Fig. 1(a). Each Os adatom forms a
charge state ofþ0:55e (based on the Bader charge division
scheme [45]), indicating that the Os–graphene bonds mix
covalent and ionic features. Clearly, these bonds dramati-
cally modify the characteristic Dirac bands at the K point
of pure graphene similar to Fig. 1. Most importantly, Os
induces a band gap !SO ¼ 0:27 eV, right at the Fermi
level given by the green dashed line in Fig. 3(a). As in

our tight-binding model, the gap here results solely from
SOC. (Without SOC, a gapless spectrum arises; see the
Supplemental Material [37].) More precisely, the partial
density of states (PDOS) for the Os 5d orbitals displayed in
Fig. 3(b) indicates that the gap arises from the hybridiza-
tion between graphene’s ! states and the spin-orbit-split
dxz and dyz adatom orbitals, also as in our tight-binding

model. The PDOS for the dz2 , dx2%y2 and dxy orbitals, by

contrast, is concentrated at much lower energies. Thus, the
gap-opening mechanism introduced earlier indeed appears
in the realistic Os–graphene system.
The Os-induced gap depends exceptionally weakly on

coverage. To illustrate this point, we performed simula-
tions of graphene with one Os adatom in 5' 5, 7' 7, and
10' 10 supercells (corresponding to coverages of 4, 2.04,
and 1%). Circles in Fig. 3(c) show the DFT-predicted gaps,
which remain close to 0.2 eV even at 1% coverage. This
striking feature is actually rather natural since the local
atomic spin-orbit splitting for the Os dxz and dyz orbitals
essentially sets !SO.
Strictly speaking, a true TI phase does not arise in the

DFT simulations described above since Os forms small
spin and orbital magnetic moments of 0:45"B and
0:05"B, respectively. This produces visible splittings of
the bands at the " and M points corresponding to time-
reversal-invariant momenta; see Fig. 3(a). One should keep
in mind, however, that DFT can sometimes overestimate
moment formation. Nonetheless, even if a moment Ms

appears in an experiment, there are practical means by
which this can be quenched to zero to reveal a bona fide
topological phase. One effective approach is to apply an
external electric field ". Figure 4(a) illustrates that Ms of
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FIG. 3 (color online). (a) First-principles band structure for Os
on graphene at 6.25% coverage. The green dashed line indicates
the Fermi level. (b) Corresponding PDOS for the Os 5d levels.
The large gap !SO visible in (a) arises from hybridization
between graphene and the spin-orbit-split dxz=yz orbitals, as in
our tight-binding model. (c) Coverage dependence of the gap
for graphene with Os adatoms (circles) and Cu–Os dimers
(triangles).
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FIG. 5. (Color online) Low field magnetoconductance ob-
served in the narrow region of the sample at a free carrier
density of n = 5.5 ⇥ 1012 cm�2. a) Clean sample at T = 12,
20, 33, and 50 K. b) E↵ect of In deposition on �� at T = 12
K. Blue: clean sample. Green (Red): After deposition of ap-
proximately 2.5 (4.5) ⇥1012 cm�2 In adatoms. c) Magneto-
conductance at T = 12, 20, 33 and 50 K of sample decorated
with 2.5⇥ 1012 cm�2 In adatoms.

decorated sample, respectively.

The data shown in Fig. 5 were obtained from the nar-
row region of the Hall bar. Data taken from the wide
region of the Hall bar display the same cusp-like mini-
mum in �� although it is not as deep as that seen in the
narrow region. Possible explanations for this di↵erence
are discussed below.

The theory of weak localization in graphene29–31 is

more intricate than the corresponding theory for ordi-
nary metal films32–34. A description including only two
time scales, an elastic scattering time ⌧µ and a dephasing
time ⌧� is insu�cient to capture the necessary physics.
In graphene, intervalley scattering, sublattice symmetry-
breaking processes, trigonal warping of the Dirac cones,
and weak spin-orbit e↵ects all must be included in a com-
plete theory. Indeed, it is generally believed that inter-
valley scattering explains why weak localization is ob-
served in graphene instead of the weak anti-localization
originally anticipated to arise from the chirality-induced
absence of intravalley backscattering.
In this paper we use a simplified version of the theory

of McCann et al

29, including only the elastic scattering
time ⌧µ, the dephasing time ⌧�, and an intervalley scat-
tering time ⌧i. We are thus ignoring sublattice symmetry-
breaking processes, band warping, and spin-orbit e↵ects.
In this simplified approach, the change in the magneto-
conductance, �� = �(B)� �(0), is given by

�� =
e2

⇡h
[F (

B

B�
)� F (

B

B� + 2Bi
)� 2F (

B

B� +Bi
)]

F (z) = ln(z) +  (
1

2
+

1

z
), B�,i =

~
4De

⌧�1
�,i (2)

Here D = v2F ⌧µ/2 is the di↵usivity and  the digamma
function. Numerical estimates of ⌧� and ⌧i are obtained
by fitting our data to Eq. 2 over the magnetic field range
|B|  25 mT. With this relatively narrow field window,
the fits obviously emphasize the cusp-like feature in ��
at B = 0 at the expense of its behavior at larger fields.
This approach is justified, we believe, by several consid-
erations. First, there are observed contributions to the
magneto-resistance at intermediate fields which are not
captured by Eq. 2, notably those due carrier density
inhomogeneity and universal conductance fluctuations.
Second, the applicability of Eq. 2 is limited to fields small
enough that the elastic mean free path `µ = vF ⌧µ is much
less than magnetic length27,33 `0 = (~/eB)1/2. For the
clean graphene sample, at a free carrier concentration of
5 ⇥ 1012 cm�2, `µ = `0 already at B ⇡ 25 mT. Finally,
we find that the inclusion of additional fitting parame-
ters (e.g. sublattice symmetry-breaking times) leads to
multiple chi-squared minima in the fitting procedure and
large uncertainties in some of the extracted scattering
times.
Figure 6 a) shows two examples of the fits of Eq. 2

to data obtained from the clean and In-decorated sam-
ple. The fits are clearly good at very low magnetic field.
At higher fields, especially for the clean sample, the fit
worsens. While this is partly a result of the stronger
conductance fluctuations evident in the clean sample, it
might also suggest that we have over-simplified the Mc-
Cann theory in arriving at Eq. 2, or merely violated the
`µ << `0 requirement too egregiously.
Figure 6 b) presents the fitted values of the dephasing

time ⌧� and intervalley scattering time ⌧i for the clean
and In-decorated sample at free carrier density n ⇡ 5 ⇥
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decorated sample, respectively.

The data shown in Fig. 5 were obtained from the nar-
row region of the Hall bar. Data taken from the wide
region of the Hall bar display the same cusp-like mini-
mum in �� although it is not as deep as that seen in the
narrow region. Possible explanations for this di↵erence
are discussed below.

The theory of weak localization in graphene29–31 is

more intricate than the corresponding theory for ordi-
nary metal films32–34. A description including only two
time scales, an elastic scattering time ⌧µ and a dephasing
time ⌧� is insu�cient to capture the necessary physics.
In graphene, intervalley scattering, sublattice symmetry-
breaking processes, trigonal warping of the Dirac cones,
and weak spin-orbit e↵ects all must be included in a com-
plete theory. Indeed, it is generally believed that inter-
valley scattering explains why weak localization is ob-
served in graphene instead of the weak anti-localization
originally anticipated to arise from the chirality-induced
absence of intravalley backscattering.
In this paper we use a simplified version of the theory

of McCann et al

29, including only the elastic scattering
time ⌧µ, the dephasing time ⌧�, and an intervalley scat-
tering time ⌧i. We are thus ignoring sublattice symmetry-
breaking processes, band warping, and spin-orbit e↵ects.
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Here D = v2F ⌧µ/2 is the di↵usivity and  the digamma
function. Numerical estimates of ⌧� and ⌧i are obtained
by fitting our data to Eq. 2 over the magnetic field range
|B|  25 mT. With this relatively narrow field window,
the fits obviously emphasize the cusp-like feature in ��
at B = 0 at the expense of its behavior at larger fields.
This approach is justified, we believe, by several consid-
erations. First, there are observed contributions to the
magneto-resistance at intermediate fields which are not
captured by Eq. 2, notably those due carrier density
inhomogeneity and universal conductance fluctuations.
Second, the applicability of Eq. 2 is limited to fields small
enough that the elastic mean free path `µ = vF ⌧µ is much
less than magnetic length27,33 `0 = (~/eB)1/2. For the
clean graphene sample, at a free carrier concentration of
5 ⇥ 1012 cm�2, `µ = `0 already at B ⇡ 25 mT. Finally,
we find that the inclusion of additional fitting parame-
ters (e.g. sublattice symmetry-breaking times) leads to
multiple chi-squared minima in the fitting procedure and
large uncertainties in some of the extracted scattering
times.
Figure 6 a) shows two examples of the fits of Eq. 2

to data obtained from the clean and In-decorated sam-
ple. The fits are clearly good at very low magnetic field.
At higher fields, especially for the clean sample, the fit
worsens. While this is partly a result of the stronger
conductance fluctuations evident in the clean sample, it
might also suggest that we have over-simplified the Mc-
Cann theory in arriving at Eq. 2, or merely violated the
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The data shown in Fig. 5 were obtained from the nar-
row region of the Hall bar. Data taken from the wide
region of the Hall bar display the same cusp-like mini-
mum in �� although it is not as deep as that seen in the
narrow region. Possible explanations for this di↵erence
are discussed below.
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time ⌧� is insu�cient to capture the necessary physics.
In graphene, intervalley scattering, sublattice symmetry-
breaking processes, trigonal warping of the Dirac cones,
and weak spin-orbit e↵ects all must be included in a com-
plete theory. Indeed, it is generally believed that inter-
valley scattering explains why weak localization is ob-
served in graphene instead of the weak anti-localization
originally anticipated to arise from the chirality-induced
absence of intravalley backscattering.
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the fits obviously emphasize the cusp-like feature in ��
at B = 0 at the expense of its behavior at larger fields.
This approach is justified, we believe, by several consid-
erations. First, there are observed contributions to the
magneto-resistance at intermediate fields which are not
captured by Eq. 2, notably those due carrier density
inhomogeneity and universal conductance fluctuations.
Second, the applicability of Eq. 2 is limited to fields small
enough that the elastic mean free path `µ = vF ⌧µ is much
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we find that the inclusion of additional fitting parame-
ters (e.g. sublattice symmetry-breaking times) leads to
multiple chi-squared minima in the fitting procedure and
large uncertainties in some of the extracted scattering
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Figure 6 a) shows two examples of the fits of Eq. 2

to data obtained from the clean and In-decorated sam-
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At higher fields, especially for the clean sample, the fit
worsens. While this is partly a result of the stronger
conductance fluctuations evident in the clean sample, it
might also suggest that we have over-simplified the Mc-
Cann theory in arriving at Eq. 2, or merely violated the
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FIG. 6. (Color online) Results of weak localization data anal-
ysis at n ⇡ 5 ⇥ 1012 cm�2. a) Examples of fits (dashed) of
Eq. 2 to data (solid) at T = 12 K. Blue: clean graphene sam-
ple; Red: After deposition of approximately 2.5⇥ 1012 cm�2

indium adatoms. b) Fitted values of ⌧� (solid circles) and
⌧i (open circles) for the clean (blue) and In-decorated (red)
graphene sample. Diagonal (horizontal) dashed lines: theory
estimates of ⌧� (⌧µ) in graphene at mobilities 5400 (blue) and
2300 (blue) cm2/Vs.

1012 cm�2. The diagonal dashed lines are theoretical
predictions of ⌧� in a di↵usive 2D conductor from the
work of Altshuler, Aronov and Khmel’nitski35:

⌧�1
� =

kBT

2⇡~2D⌫
ln(⇡~⌫D), (3)

with D again the di↵usivity and ⌫ the density of states

at the Fermi level. The upper and lower diagonal lines
represent Eq. 3 with D and ⌫ evaluated for graphene
with mobilities of 5400 and 2300 cm2/Vs, respectively, at
n = 5⇥ 1012 cm�2. These predictions are in reasonably
good agreement with the fitted values of ⌧�.
The fitted values of ⌧i, the intervalley scattering time,

are essentially temperature independent and statistically
identical for the clean and In-decorated sample. This last
observation is intriguing since it implies that the interval-
ley scattering length `i = (D⌧i)1/2 is shorter, by about
a factor of (5400/2300)1/2 ⇡ 1.5, in the In-decorated
sample. Thus some fraction, crudely of order 10%, of
the scatterings o↵ of the indium adatoms appear to be
intervalley processes. It seems at least conceivable that
the adatoms weakly distort the graphene lattice in their
immediate vicinity (in addition to providing a long range
Coulomb scattering potential) and thereby enable inter-
valley scattering. Alternatively, this somewhat surprising
result could be an artifact of our simplified weak local-
ization analysis.
The dephasing times ⌧� found here lead to dephas-

ing lengths `� = (D⌧�)1/2 ranging from `� ⇡ 1.0 µm at
T = 12 K in the clean graphene sample to `� ⇡ 0.26 µm
at T = 33 K in the In-decorated sample. Since the width
of the narrow region of the Hall bar is W = 1 µm, the
data described above may be in a cross-over regime from
2D to 1D localization. This, in addition to the fact that
boundary scattering is more important in the narrow re-
gion of the device than the wide region, may explain the
why the weak localization signatures are stronger in the
narrow region of the Hall bar.

One motivation for depositing In adatoms onto
graphene is that their strong spin-orbit interaction will
convert graphene from a gapless semi-metal into a topo-
logical insulator 8,10. Weak localization is well-known to
be a sensitive probe of spin-orbit e↵ects in metals1,33,34.
In graphene, the theoretical situation is again more com-
plicated than in ordinary metals31. Although our simpli-
fied analysis omits spin-orbit scattering at the outset, it
seems clear from the data that no weak anti-localization
features analogous to those observed in metal films hav-
ing strong spin-orbit scattering (e.g. Mg:Au1) are seen.
This is perhaps not surprising given the very low In cov-
erages (⇠ 0.1%) employed here.

IV. CONCLUSION

Transport studies of graphene decorated with dilute
concentrations of indium adatoms have been reported
here. Our results reveal that the In adatoms electron
dope the graphene, as evidenced by gate voltage shifts of
the Dirac. The mobility of free carriers in the graphene is
significantly reduced by the indium adatoms. The near-
linearity with density of the graphene conductivity af-
ter indium is deposited shows that the adatoms act pri-
marily as long-range coulombic scatterers. At the same
time, our results reveal a pronounced broadening of the
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1012 cm�2. The diagonal dashed lines are theoretical
predictions of ⌧� in a di↵usive 2D conductor from the
work of Altshuler, Aronov and Khmel’nitski35:

⌧�1
� =

kBT

2⇡~2D⌫
ln(⇡~⌫D), (3)

with D again the di↵usivity and ⌫ the density of states

at the Fermi level. The upper and lower diagonal lines
represent Eq. 3 with D and ⌫ evaluated for graphene
with mobilities of 5400 and 2300 cm2/Vs, respectively, at
n = 5⇥ 1012 cm�2. These predictions are in reasonably
good agreement with the fitted values of ⌧�.
The fitted values of ⌧i, the intervalley scattering time,

are essentially temperature independent and statistically
identical for the clean and In-decorated sample. This last
observation is intriguing since it implies that the interval-
ley scattering length `i = (D⌧i)1/2 is shorter, by about
a factor of (5400/2300)1/2 ⇡ 1.5, in the In-decorated
sample. Thus some fraction, crudely of order 10%, of
the scatterings o↵ of the indium adatoms appear to be
intervalley processes. It seems at least conceivable that
the adatoms weakly distort the graphene lattice in their
immediate vicinity (in addition to providing a long range
Coulomb scattering potential) and thereby enable inter-
valley scattering. Alternatively, this somewhat surprising
result could be an artifact of our simplified weak local-
ization analysis.
The dephasing times ⌧� found here lead to dephas-

ing lengths `� = (D⌧�)1/2 ranging from `� ⇡ 1.0 µm at
T = 12 K in the clean graphene sample to `� ⇡ 0.26 µm
at T = 33 K in the In-decorated sample. Since the width
of the narrow region of the Hall bar is W = 1 µm, the
data described above may be in a cross-over regime from
2D to 1D localization. This, in addition to the fact that
boundary scattering is more important in the narrow re-
gion of the device than the wide region, may explain the
why the weak localization signatures are stronger in the
narrow region of the Hall bar.

One motivation for depositing In adatoms onto
graphene is that their strong spin-orbit interaction will
convert graphene from a gapless semi-metal into a topo-
logical insulator 8,10. Weak localization is well-known to
be a sensitive probe of spin-orbit e↵ects in metals1,33,34.
In graphene, the theoretical situation is again more com-
plicated than in ordinary metals31. Although our simpli-
fied analysis omits spin-orbit scattering at the outset, it
seems clear from the data that no weak anti-localization
features analogous to those observed in metal films hav-
ing strong spin-orbit scattering (e.g. Mg:Au1) are seen.
This is perhaps not surprising given the very low In cov-
erages (⇠ 0.1%) employed here.

IV. CONCLUSION

Transport studies of graphene decorated with dilute
concentrations of indium adatoms have been reported
here. Our results reveal that the In adatoms electron
dope the graphene, as evidenced by gate voltage shifts of
the Dirac. The mobility of free carriers in the graphene is
significantly reduced by the indium adatoms. The near-
linearity with density of the graphene conductivity af-
ter indium is deposited shows that the adatoms act pri-
marily as long-range coulombic scatterers. At the same
time, our results reveal a pronounced broadening of the
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