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INTRODUCTION 
The proposed monograph is devoted mainly to many-dimensional non-linear oscillations 

of a conservative mechanical system studied in a complete way, i.e. in an unlimited period 
of time and for arbitrary initial conditions. This problem, of which the famous three-body 
problem in astronomy is a particular example, is probably the most complex and at the same 
time the most beautiful in classical mechanics. The point is that in the case of finite 
motion (which is equivalent to oscillations in the broad sense of the term) in the absence 
of damping, repeated interactions occur in the system, so that very subtle cumulative ef­
fects become important (Section 2.12). The complete solution of this problem is still a 
long way off. Nevertheless, at the present time, particularly as a result of the numerous 
papers of the last 10-15 years, the general picture of the motion of such a system is al­
ready beginning to emerge more and more clearly through the thick fog of innumerable details 
and the particularity of specific problems. 

There are two important reasons for constructing a general theory of non-linear oscil­
lations. On the one hand, in specially interesting cases it is not always possible to re­
main in the linear oscillation region, i.e. to keep within sufficiently small amplitudes. 
On the other, the linear region is too narrow and therefore relatively poor in phenomena. 
Of course, it is difficult to guarantee that qualitatively new processes will not be dis­
covered in this region, particularly if it is remembered that quite recently such interest­
ing and important phenomena as the Kapitsa pendulum172) or the strong focusing of particles 
in an accelerator173) were discovered in this region. Nevertheless, it seems safe to assert 
that the linear oscillation region has been exhausted to a large extent and for subsequent 
significant progress, both in understanding and applying oscillatory processes, we shall 
have to switch to the non-linear region. An attempt to limit investigations to linear 
oscillations is often very artificial, unduly reduces the possibilities of practical appli­
cation and resembles the notorious attempt to restrict the search to the area directly in 
the spotlight. This latter method is certainly a good idea, since the beautifully worked 
out comprehensive theory of linear oscillations is in sharp contrast to the disconnected 
descriptions of separate non-linear processes. However, it is becoming increasingly dif­
ficult to find anything new "in the spotlight" and the development of a theory of non-linear 
oscillations can be considered as an attempt to light, albeit a little, the general mass of 
streets of a large town in addition to the brightly-lit main avenue. 

At present, there are two main approaches to the problem. The first is connected with 
the search for stable periodic or almost periodic motion. This is related to the classical 
theory of non-linear oscillations (Poincaré, Lyapunov, Mandelstam and others), the basic 
disadvantage of which -- that the cases of motion considered are too special -- was over­
come recently in the famous works of Kolmogorov, Arnold and Moser (KAM theory, Section 2.2). 
Another approach, the ergodic theory, deals on the contrary with the case of extremely un­
stable motion, leading up to a statistical description (Birkhoff, Hopf, Anosov, Sinai and 
others, Sections 2.1, 2.3 and 2.4). Both approaches, in particular recently, have given a 
series of brilliant results which form a reliable basis for further research in this field. 
However, on account of the extraordinary mathematical complexity of the problem, they 
nevertheless remain only special or, rather, limiting cases of motion. It is not even known 
under what conditions the transition from one approach to the other, i.e. from stable to 
unstable motion, takes place. 
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In these circumstances it appears advisable to reject the purely deductive method com­
pulsory in mathematics and adopt the semi-empirical method more usual in physics, which in 
the present instance means a system of models, analytical estimates and experiments, numeri­
cal or "real" (Section 3.1). To a certain extent the Mandelstam school carried out such 
research with the aim of combining theory and experiment as applied to the special problems 
of non-linear oscillations. A similar approach to the general problem outlined above was 
started by Krylov30), many of whose ideas are used and developed in this paper. The main 
difference in our approach is that we are interested not so much in the macroscopic molecu­
lar systems of statistical physics, the nature of whose motion has in any event been cor­
rectly established, as in systems with a few degrees of freedom, where this problem is far 
from trivial and is not of merely theoretical interest. Bearing in mind the given approach, 
we shall speak of constructive physics, since the main task here is to construct an approxi­
mate system of notions and laws in a region where, in principle (but not in practice!), the 
exact laws are known. It should be noted that, at present, constructive physics, besides 
being related to oscillation theory, is connected with such large branches of science as, 
for instance, statistical physics and chemistry, and in the not too distant future probably 
also biology. It should be stressed that the centre of gravity of constructive oscillation 
theory (and this also applies to a certain extent to other regions of constructive physics) 
does not lie in formulating any new laws of nature, but in applying well-known and firmly 
established laws of mechanics to the explanation (analysis) and construction (synthesis) 
of new mechanical systems and processes with the desired characteristics (Section 3.1). 

The basis of our analysis of non-linear oscillations is the notion of non-linear 
resonance (Chapter 1 ) , which first arose apparently in celestial mechanics in connection 
with the librational motion of the planets (Lagrange) and in a clearer form in accelerator 
theory in connection with the phase stability mechanism (Veksler, McMillan). The most 
significant and, as far as we know, new process proves to be the interaction of several 
resonances, always taking place in a non-linear system. 

A large part of the paper (Chapters 2 and 3) is devoted to the study of this interac­
tion. 

A system of models was constructed (see diagram on next page) beginning with a one-dimensional 
non-linear oscillator. The downward-pointing arrows show the simplification of 
the model down to the elementary one, which is studied in detail analytically (Chapter 2) 
and by means of numerical experiments (Chapter 3). The results obtained are applied to a 
series of increasingly complicated models, finishing with a many-dimensional non-linear 
oscillator (upward-pointing arrows). For the analytical investigation wide use is made of 
the Krylov-Bogolyubov-Mitropol'sky asymptotic averaging method [ΚΒΜ theory3)] on the basis 
of Hamiltonian formalism. We were naturally obliged to limit ourselves to the case of small 
(or slow) perturbation (parameter ε « 1), assuming that the motion of the unperturbed sys­
tem is known in one form or another. Since, however, the basic results of the work are 
estimates in order of magnitude, their range of application can be extended to ε ~ 1. 

Let us note here two of the results obtained, in our opinion the most interesting. 
Firstly, a study was made of stochastic instability, which from a practical point of view 
is the most dangerous instability of non-linear oscillations (Section 2.5) (and at the same 
time a peculiar method of particle acceleration, Section 4.1), but from a theoretical point 
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Diagram of models of the interaction of the resonances of non-linear 
oscillations. 
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of view gives a model of statistical laws applied, as distinct from the model of contempo­
rary statistical mechanics, to a system with a few degrees of freedom Ν ≥ 2 (Section 2.13)*). 
Secondly, a study was made of Arnold diffusion, which proved to be a peculiar universal 
instability of non-linear oscillations in cases where there was no stochastic instability 
(Section 2.12). 

Furthermore, the studies made seem to us to give a rather detailed general picture of 
many-dimensional non-linear oscillations, and particularly the rather complicated structure 
of their phase space. With the above-mentioned limitation on the perturbation strength, 
the transition from the Kolmogorov region of maximum stability to the region of maximum in­
stability of the ergodic theory can be traced, and it can thus be shown that in the general 
case both regions interpenetrate deeply in a rather complicated way, forming a system with 
divided phase space. The latter fact is also an important obstacle to the construction of 
a rigorous mathematical theory. 

In spite of some indistinctness in this picture and some doubt about certain of the 
details, giving rise to natural dissatisfaction, it can nevertheless serve as a guide line 
for future research and current applications in this unexplored region. The work can, 
therefore, be looked upon as a kind of reconnaissance in depth (although perhaps including 
some superficial observations), intended to facilitate subsequent more accurate investiga­
tions. 
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LIST OF THE MAIN DIMENSIONLESS PARAMETERS AND SPECIAL SYMBOLS 

1. ε : small perturbation parameter (Section 1.1). 
2. α ~ |Ι/ω · dω/dI|: non-linearity parameter (Section 1.3). 
3. s ~ (Δω)Η/Δ : parameter of the overlapping of resonances; 

(Δω)H: non-linear width of resonance; 
Δ : distance between resonances (Section 2.1). 
4. s1 ~ ΩΦ/ω1(~ s) : parameter of destruction of non-linear resonance separatrix 
(Section 2.6); 
ΩΦ : frequency of phase oscillations (Section 1.4); 

ω1 : perturbation frequency (Section 2.6). 
5. s' : stochasticity parameter (s,51) for re-normalized resonance 
(Section 2.6). 
6. μ ~ e-c/s : exponentially small parameter of destruction of non-linear resonance 
separatrix; 
c ~ 1: constant (Section 2.6). 

7. δ ~ sµ : fraction of stochastic component in the region of Kolmogorov sta­
bility (Section 2.6). 

8. Ν : number of degrees of freedom (Section 2.12). 
9. m : multiplicity of interaction (Section 2.12). 

10. ~ : sign of equivalence in order of magnitude (with correct dimensionality). 

*)11. : sign of proportionality (dimensionality not maintained). 

Note : The above symbols are valid throughout the text, with the exception 
of special cases in which changes in the symbols are specifically 
mentioned. 

*) Typist's Note: In the handwritten formulae the sign has been used. 
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CHAPTER 1 

NON-LINEAR RESONANCE 

This short chapter is an introduction. It sets out the basic ideas connected with a 
single resonance of non-linear oscillations, or, let us say, non-linear resonance. Although, 
as we shall see later, the difference between resonant and non-resonant motion is not as 
great for a non-linear system as for a linear one, the main features of the motion are 
nevertheless determined by the non-linear resonance, which is an "elementary" non-linear 
oscillation process. 
1.1 Formulation of the problem 

Let us begin our investigation with a one-dimensional non-linear oscillator, subject 
to various perturbations. Let us assume that the Hamiltonian of the system is: 

(1.1.1) 

Here τ = et is the "slow" time, and the parameters define: λ as the adiabatic processes, as the resonant processes, including those with variable frequency, Λ as the perturbation, 
depending on the dynamical variables p, q and their derivatives; H0 is the unperturbed 
Hamiltonian; εH1 is the small perturbation (ε « 1). 

Let us explain the idea of introducing the parameter Λ by the following example. 
Supposing we want to consider the frictional force -- k . The direct introduction into the 
Hamiltonian of the term kqp/m "spoils" the second equation: ≠ (∂H/∂p) = (p/m) + (kq/m). 
But if we do the same thing through the parameter: qΛ(p) where Λ(p) = kp/m the equations 
remain canonical, since differentiation with respect to p, q is carried out with a constant 
Λ. The dependence of Λ on p should be understood in this case as an explicit dependence 
on time, so that the Hamiltonian is not conserved. This simple method of taking into ac­
count unusual perturbations in the frame of Hamiltonian formalism is equivalent, essentially, 
to using the generalized Hamilton principle for obtaining Lagrange equations1)*). A 
similar problem was studied by Volosov2). 

In spite of the apparent limitation of the problem, the Hamiltonian of the form of 
(1.1.1) covers a fairly wide range of non-linear oscillatory processes, mainly on account of 
the diversity of the perturbations. In a sense system (1.1.1) may be called an "elementary" 
non-linear oscillator, which enables us to introduce, investigate and "sound" the basic 
ideas and regularities of this region. In particular, some many-dimensional problems (see 
Section 4.5) can be reduced to the form of (1.1.1). 

*) However, it should be borne in mind that the said method should be used with caution. 
Thus, for instance, frictional forces change the phase space volume of the system 
(violation of Liouville's theorem), while in the case of "real" explicit dependence of 
the Hamiltonian on time the phase space volume is conserved. 
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Let us suppose, for instance, that there is a many-dimensional system, which in a zero 
approximation (ε = 0) splits into independent one-dimensional oscillators. The perturbed 
Hamiltonian of such a system depends, generally speaking, on variables of all degrees of 
freedom. However, by calculating these variables in a zero approximation as explicit time 
functions and substituting them into the perturbation, the system can again be divided (in 
a first approximation) into separate oscillators of the form of (1.1.1), whose dependence 
on variables of other degrees of freedom is replaced by an explicit dependence on time. It 
should nevertheless be stressed that the one-dimensionality of the original model (1.1.1) 
may sometimes lead to qualitative anomalies (see Section 2.12). 

We consider the parameter ε as fairly small, i.e. the perturbation is weak (or slow). 
This assumption turns out to be correct in a series of cases and is due to the practical 
need to use a kind of perturbation theory for analytical investigation. Under the condition 
of small perturbation, resonance, i.e. cumulative perturbation, is the most significant 
process for the oscillatory system. Thus our problem can be defined as the study of non­
linear resonance in a one-dimensional system of the form of (1.1.1). 
1.2 Transformation to slow variables 

Since the perturbation is small, it is advisable to choose dynamical variables in which 
the smallness will be expressed explicitly. In other words, it is useful to exclude the 
"fast" unperturbed motion from the equations. Let the solution of the unperturbed equations 
take the form: 

(1.2.1) 

where 2π/ω is the period of the motion and I is the action canonically conjugated to the 
angular variable θ. Although the frequency of the unperturbed motion is constant, it is 
placed under the integral in order to preserve the functional form of the solution also for 
the perturbed motion. In this case the constants of the unperturbed motion (Ι, Ø) will vary 
with time, but slowly. We shall choose them as new variables. 

In the variables Ι,θ the Hamiltonian (1.1.1) takes the form: 

(1.2.2) 

where is an additional term to the unperturbed Hamiltonian because of its explicit de­
pendence on time. In order to find we will write the total derivative of I: 

(1.2.3) 



- 8 -

and take into account that the operator in brackets depends only on the function I(p,q,λ) 
and thus is equal to ∂/∂θ. But from (1.2.2) İ = -∂H/∂θ; equating with (1.2.3) we find: 

(1.2.4) 

The latter expression is obtained if a similar procedure is carried out with the function 
6(p,q,λ)*). When calculating the integral it is necessary to express p,q through Ι,θ in 
accordance with (1.2.1). 

In slow variables (I,φ) the equations take the form: 

(1.2.5) 

Since the differentiation with respect to both θ,φ is equivalent, system (1.2.5) is cano­
nical. 

Let us transform /∂θ = (∂I/∂λ)p,q using the relation: 

(1.2.6) 

where W = H0(p,q,λ), and the bar signifies averaging over the unperturbed motion with con­
stant λ. We have: 

(1.2.7) 

Whence 

(1.2.8) 

This equation clearly shows the adiabatic invariance of the action and is very convenient 
for constructing various approximate expressions. A similar but approximate equation was 

*) (1.2.4) gives the interesting identity: 



- 9 -

obtained by Volosov2). It should be pointed out in this connection that all the equations 
in this paragraph are exact. 

Let us mention without proof another form of equation for : 

(1.2.9) 

At first glance the disagreeable feature of this expression is that the velocity in the 
denominator may vanish. In practice, however, this fact can be used to check the correct­
ness of the expression for , since the numerator, of course, may also vanish along with 
the denominator. 

For solving specific problems one can use any pair of the equally valid equations 
(1.2.5), (1.2.8) and (1.2.9). 

Sometimes it is convenient to use the energy of the unperturbed system W instead of the 
action. Calculating the total derivative in the same way as in (1.2.3) and using (1.2.1), 
we find: 

(1.2.10) 

It should be borne in mind, however, that this equation is not canonically conjugated to 
the equation for . 
1.3 Single resonance 

When the perturbation is small, the most important process for the oscillator is reso­
nance. Resonance generally takes place for a number of values of the oscillator frequency 
ω = ωi. In this chapter we shall consider that the ωi are rather far apart, so that near 
one resonance the influence of the others can be completely neglected. Such single reso­
nance is a kind of "elementary" process for a non-autonomous oscillator. The interaction 
of several resonances will be thoroughly examined in the next chapter. 

The time dependence of the unperturbed Hamiltonian is assumed to be slow (but not neces­
sarily small): ~ ε (1.1.1). 

Let us re-specify: 

and use the parameter Λ to describe the losses in the system (for instance, frictional forces). 
The equations of motion take the form: 
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(1.3.1) 

In accordance with (1.1.1) and (1.2.1) H1 is a periodic function of θ, of period 2π: 

(1.3.2) 

The resonance condition takes the form: 

(1.3.3) 

Here m,n are any positive integers (we assume that ω, Ω > 0); in contrast to this, in (1.3.2) 
m,n may be both positive or negative. 

All the harmonics that are multiples of the basic ones contribute to the resonance: 

Neglecting the non-resonant harmonics in accordance with the averaging method, we obtain 
from (1.3.1), (1.3.2) the so-called first approximation averaged Hamiltonian15): 

(1.3.4) 

where U is a periodic function of ψ, of period 2π. 
The physical meaning of neglecting the non-resonant harmonics is fully understood; a 

detailed mathematical proof of the validity of such an approximation and also its accuracy, the 
limits of its applicability and the construction of the subsequent approximations, form the 
subject of the Krylov-Bogolyubov-Mitropol'sky theory (KBM theory)3). The most important 
effect of non-resonant harmonics is that new frequencies arise in the system and cause new 
resonances. For the study of a single resonance this has no significance by definition; as 
regards the role of higher harmonic resonances for the case of the interaction of several 
resonances, this question will be discussed in Section 2.7. 

From (1.3.4) we obtain the first approximation equations (~ ε) of the averaging method 
in the form: 
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(1.3.5) 

Let us recall that the dependence Λ(Ι) is regarded as an explicit dependence on time and 
therefore is not differentiated when obtaining the equation for . The parameter Λ is con­
nected with a more visual quantity -- the loss rate (εΡ) -- by the relation: 

(1.3.6) 

The system of equations (1.3.5) is canonical with the resonant Hamiltonian: 

(1.3.7) 

For a constant Λ (dΛ/dI - 0) Hp is the integral of motion and if it can be calculated 
in explicit form it enables us fully to investigate the behaviour of the oscillator near 
the resonance. This method is widely used (see for instance Refs. 4 and 5) and is specially 
suitable (and necessary) when the non-linearity is small (α « 1). Usually just the case 
of small non-linearity is studied, often in the hope of simplifying the equations. However, 
things turn out to be just the opposite6). In the case of strong (but not very strong, 
moderate as we shall call it in what follows) non-linearity 

(1.3.8) 

the Hamiltonian (1.3.7) is substantially simplified, since the variation of I in this case 
proves to be always small. Therefore one can neglect the dependence of U on I, having put 

(1.3.9) 

and take into account the dependence ω(Ι) only in first approximation: 

(1.3.10) 

where ωk'(Ip) is the constant characterizing the non-linearity of the oscillator. 
In the approximation considered, the conditions of application of which will be dis­

cussed in the next paragraph, the resonant Hamiltonian (1.3.7) takes the form: 

(1.3.11) 
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and the equations of motion: 

(1.3.12) 

Generally speaking, one could also take the losses into account in this same approximation 
by adding the tenn εΛ(Ιp)ψ to the Hamiltonian (1.3.11); however, it is more convenient to 
do this later (Sections 1.5, 1.6). 

System (1.3.12) can be reduced to a so-called phase equation5) after eliminating I: 

(1.3.13) 

The Hamiltonian (1.3.11) describes the oscillations of a certain "particle" with a mass 
1/ωk' in a periodic potential field εU(ψ). Thus for moderate non-linearity (1.3.8) the 
behaviour of the oscillator near the resonance proves in the first approximation to be 
universal (except for the shape of the "potential well" and consequently the shape of the 
oscillations). It should be remembered that with weak non-linearity (α ≤ ε), the behaviour 
of the system varies qualitatively according to the type of resonance (external, parametric, 
etc.) 4 , 1 4 , 5 ). 

Since the shape of the oscillations, generally speaking, is not important when study­
ing the general laws of non-linear resonance, it will be specified from time to time in 
order not to complicate the writing of the formulae unnecessarily. Let us put: 

(1.3.14) 

Then the original system (1.3.5) takes the form: 

(1,3.15) 

and the universal Hamiltonian becomes: 

(1.3.16) 

We studied the periodic dependence of the perturbation on the phase θ. Extension to 
the case of quasi-periodic perturbation presents no difficulty, but neither does it lead to 
any new effects. A periodic transient (acting in a finite interval of time) perturbation, 
is not of much interest from the point of view of resonant processes. There is also steady 
aperiodic (with a continuous spectrum) perturbation, which leads to a completely different 
pattern of motion. This case will be discussed later (Section 2.11). 
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1.4 Phase oscillations 
The analogy mentioned in the previous section with the motion of a "particle" in a 

periodic potential enables us to have a visual picture of non-linear resonance for moderate 
non-linearity. Let us limit ourselves to the case of the harmonic potential (1.3.14). 

System (1.3.12) has two equilibrium states, I = I p, ψ = ±π/2, one of which is unstable 
[depending on the sign U0, ωk' see (1.3.13)]. The pattern of the phase plane is periodic 
in ψ and has a characteristic "bucket" appearance (Fig. 1.4.1). The phase trajectories are 

Fig. 1.4.1: Phase trajectories in the vicinity of resonances for moderate 
non-linearity: - stable, or elliptic, points; x - unstable, or hyperbolic 
points. The dotted lines show the first approximation separatrices; in the 
subsequent approximations they are destroyed and stochastic layers are 
formed in their place (Section 2.6). 

determined from the condition Hy = const. When |Hy| < |εU0| (inside the "potential well") 
the phase trajectories are closed, i.e. the phase [and energy*)] of the oscillator varies 
within restricted limits. These oscillations are generally called phase oscillations. 
This name is fully justified, since the behaviour of the oscillator near the resonance is 
determined by its phase conditions, namely phase shift law. The frequency of small phase 
oscillations is equal to (1.3.13): 

*) From time to time we shall speak of the energy of the oscillator, which depends on the 
action variable monotonically dW/dI » ω > 0. This is shorter and more usual. 
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(1.4.1) 

When |Hy| > |εU0) (outside the "potential well") the phase shifts to an unlimited extent 
and the energy oscillations decrease in proportion to their distance from the resonance (to 
the increase of |H y|). The equation for the separatrix (the upper edge of the "potential 
well") takes the form: |Hy| = |εΚ0| or: 

(1.4.2) 

where the sign in brackets coincides with the sign U0ωk'. 
The physical meaning of phase oscillations is that the non-linear oscillator deviates 

from the exact resonance (kω = lΩ) as a result of the variation of its frequency ω(I). 
Alternatively it can be said that the non-linearity stabilizes the resonance, since the un­
limited increase of the energy in the case of a linear resonance is replaced by the re­
stricted oscillations. Thus moderate non-linearity always stabilizes the resonance. 

The region inside the separatrix is generally called the capture or phase stability 
region. This means that although the oscillator deviates from the exact resonance as a 
result of non-linearity, it does not deviate much. Moreover, if, say, the frequency of the 
external force varies slowly, the energy of the oscillator also varies so that the approxi­
mate equality kω ≈ lΩ is fulfilled all the time. 

The size of the capture region is characterized by the width of the separatrix in the 
direction of I (Fig. 1.4.1): 

(1.4.3) 

These relations determine the non-linear width of the resonance. 
From the above-mentioned analysis of the resonance it can be seen that the essential 

characteristic of a non-linear oscillator is the derivative ω', i.e. the dependence of the 
frequency on I (or the energy). In what follows, therefore, the term "non-linear oscillator" 
will be equivalent to the term "oscillator whose frequency depends on the energy" or "non-isochronous 
oscillator". The oscillations may be of any shape and generally speaking their 
shape has nothing to do with the non-linearity. Thus the rotation of a relativistic par­
ticle in a magnetic field is an example of a non-linear but harmonic oscillator, and an 
ultra-relativistic particle in a square potential well represents an anharmonic oscillator 
with constant frequency. 

The conditions of applicability of the universal Hamiltonian are connected with the 
requirement for small variation of its parameters U0(I), ωk'(I) and depend on the specific 
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form of these functions. In order to obtain a general estimate we shall assume that in the 
typical case: U0' ~ U0/I and ω" ~ αω'/Ι. It is then sufficient to require small variation of 
the quantities Ι,ω: 

(1.4.4) 

Hence the conditions of (1.3.8) are obtained, if the parameter ε is chosen so that 
U0 ~ ω I * ) . 

Let us point out that for moderate non-linearity the real expansion parameter is not 
ε but √E. The universal equations (1.3.12) prove in this case to be of the first order in 
√ε and the original equations (1.3.5) of the second. This also explains the possibility of 
simplifying the original equations. 

Let us note that the behaviour of a non-linear system near to a resonance has been re­
investigated many times since the days of Poincaré36). A simple picture of phase oscilla­
tions and phase stability was set out in the classical papers by Veksler7) and McMillan8) 
which had such a great influence on contemporary accelerator technique. Nevertheless it 
seems to us that so far due attention has not been paid to the universality of the phase 
oscillation process and the decisive part it plays for the understanding of non-linear 
phenomena. 
1.5 Crossing the resonance 

Let us assume that the value Ip explicitly depends on time, and so the difference 
I - Ip, and thus also kω - lΩ, change sign. This may occur both as a result of the action 
of perturbation with variable frequency Ω(τ) and as a result of the variation of the fre­
quency of the oscillator ω, if the unperturbed Hamiltonian depends on the parameter λ 
(1.1.1). Unlike other more usual adiabatic processes, in which one can use the conserva­
tion of the adiabatic invariant J = (1/2π)Idψ, the crossing of the resonance is a more 
complex process, since here, generally speaking, J changes considerably independently of 
the rate of crossing (see Section 1.6). 

It is convenient to study the crossing of the resonance graphically, by analogy with 
the motion of the "particle" in a periodic potential, mentioned at the end of Section 1.3 6). 
Let us first find the variation of the total energy of the "particle" (1.3.11): 

(1.5.1) 

When the perturbation is small, the width of the resonance is relatively small [~ √ε, 
(1.4.3)]; therefore İp can be treated as a constant, and we obtain: 

*) In other words, all the dimensionless parameters of the problem except ε, α are of the 
order of unity. 
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(1.5.2) 

By inserting this expression in (1.3.16) we find*): 

(1.5.3) 

where the coefficient V characterizes the rate of crossing the resonance: 

(1.5.4) 

and the phase ψ0 is taken at the moment of exact resonance (kω = lΩ). 
If we now represent graphically the quantity proportional to the potential energy of 

the "particle": sin ψ, then analysis of the motion is made in the usual way according to its 
intersection with the line of the total energy, namely with a horizontal line in the steady 
case (İp = 0, Section 1.4), with a slanting line V(ψ - ψ0) + sin ψ0 when İp is constant, and 
with a curve f(ψ) obtained from (1.5.1) in the general case (Fig. 1.5.1). 

Fig. 1.5.1: Graphical investigation of the crossing of a resonance: 
a - fast crossing; b - slow crossing; c - phase stability; this region is 
hatched and limited by a separatrix (thin line). 

In the Fig. 1.5.1 it can be seen that there are two qualitatively different regimes as 
for crossing through the resonance. The first is characterized by the existence of two 
points of intersection ("particle" stops), by restricted phase oscillations and consequently 
by repeated crossing of the resonance (line c ) . This regime has been well studied for a 
special case (charged particle accelerators) and is generally called capture or phase sta­
bility7,8). Capture is possible only when |V| < 1 and for specific initial conditions shown 
in the Fig. 1.5.1 by hatching. When |V| « 1, capture takes place for almost any initial 
phase of the oscillations (when detuning is sufficiently small). Under capture conditions 
the energy of the oscillator automatically varies in such a way that kω ≈ lΩ. The accuracy 
of this equality is determined by the depth of the "potential well" and is of the order of 
ΩΦ (1.4.3). 

*) Limiting ourselves to the special case of (1.3.14). 
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Another regime (lines a, b in Fig. 1.5.1) is characterized by a single crossing of the 
resonance. When |V| > 1 crossing is possible for any phase ψ0, but for |V| < 1 only for 
some ψ0. It is the last regime that is a real crossing of the resonance, since when 
t → ±∞ the system deviates a long way from the resonance and its energy approaches constant 
values. 

Let us consider two limiting cases in which the solution (1.5.3) in the last regime can 
be represented analytically6). We will suppose that the values ωk' and U0 are positive. 
If < 0, it is necessary to change the sign of the time in the solution (the resonance is 
crossed in the opposite direction) and also to make a phase shift (ψ0 → π - ψ0) on account 
of the changing of the sign of V, as is easy to see from Fig. 1.5.1. If Uo ωk' < 0, it is 
necessary to shift the phase by π (ψ0 → ψ0 + π) (1.5.3). Finally, if both the values U0 ωk' < 0, it is necessary to perform both transformations successively, which is equivalent 
to changing the sign of the time and to the transformation ψ0 → -ψ0. 

i) Fast, or linear, crossing of 
the resonance (V » 1) 
In this case non-linearity can be neglected in the first approximation and then the 

phase equation (1.5.3) or (1.3.12) is at once integrated: 

(1.5.5) 

and the equation for I (1.3.12) comes to the Fresnel integral [see for example Ref. 9)]: 

(1.5.6) 

Let us give the next term of the expansion in powers of the small parameter V - 1, char­
acterizing the weak effect of non-linearity for the fast resonance crossing6): 

(1.5.7) 

The upper sign corresponds to the motion after the resonance, and the lower to that before 
the resonance. Since the expression in square brackets > 0, the sign of the non-linear con­
tribution to ∆(kω) is the opposite of the sign . In other words, the non-linear frequency 
change for the fast resonance crossing is directed to the opposite side with respect to the 
external change of frequency, as in the capture; it is as if the non-linearity somewhat 
slowed down the crossing of the resonance. 
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The variation of the frequency and energy upon crossing the resonance increases with 
the reduction of the rate of transit, but in contrast to the purely linear case it is limited 
by the condition V » 1 and does not exceed: |Δ(kω)| ≤ ΩΦ « ω; |ΔΙ| ≤ ΩΦ/ωk' ~ √εU0 ωk' « I  
(1.4.4). 
ii) Slow, or reversible, crossing of 

the resonance (V « I) 
It can be seen from Fig. 1.5.1 (line b) that in this case the phase at the moment of 

exact resonance is enclosed in a narrow interval around π/2; 

(1.5.8) 

The rest of the phases correspond to capture. 
An approximate integration of equation (1.5.3) gives6): 

(1.5.9) 

The first term is important only in an exponentially small region on the edges of the inter­
val (1.5.8), where it leads to unlimited variation of ω (and I). The physical meaning of 
this variation is connected with the very slow motion (almost a halt) of the phase near the 
value (π/2) - V (1.3.12). The sign of Δ(kω) is the opposite of the sign of as in capture, 
i.e. the crossing of the resonance is slowed down. This result is fully understood, since 
the edges of the interval (1.5.8) are directly adjacent to the separatrix. 

The main term in (1.5.9) is the second. In the limit V → 0 it depends neither on the 
phase ψ0 (and consequently also on the initial conditions), nor on the rate of crossing the 
resonance : 

(1.5.10) 

Thus under these conditions there is no continuous transition to the steady case ( = 0): 
this transition takes place only in the capture region. 

The sign of Δ(kω) for slow crossing agrees with the sign of , i.e. non-linearity speeds 
up the crossing of the resonance. Because (1.5.10) is independent of the phase the slow 
crossing process is reversible. In particular, when there is periodic crossing of the reso­
nance in both directions, the energy of the oscillator is subjected only to the limited 
[and small (1.4.4)] oscillations in approximation (1.5.10). A more accurate expression 
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(1.5.9) already depends on ψ0 and therefore may lead to certain cumulative effects. This 
question will be dealt with in more detail in Section 2.9. 

Let us note that the uniform change (1.5.10) agrees in order of magnitude with the maxi­
mum possible fast crossing of the resonance. 

Comparatively little is known about the process of slow crossing of a resonance. 
Apparently it was first mentioned in a paper by Symon and Sessler11), where it was called 
the phase displacement mechanism*) and was proposed as a method of acceleration in addition 
to the usual phase stability. A qualitative study of slow crossing of a resonance was made 
by Sturrock9), but the criterion of slowness in his paper is incorrect: 

(1.5.11) 

In this form it has no sense at all, since it depends on arbitrary detuning (ω - Ω). However, 
as far as can be understood from the text of Ref. 9 the author takes as the width of the 
resonance the linear expression: ω - Ω ~ εU0' [see (1.6.17)], whereas in order to obtain the 
correct criterion one should take the non-linear one: ω - Ω ~ ΩΦ. (1.5.4). 

Let us now consider the effect of losses. In the first approximation to √ε it is neces­
sary to add to the universal Hamiltonian (1.3.11) the term εΛψ, where Λ = Λ(Ip) = const. 
like the other coefficients. The result can be regarded either as a change of the "potential 
well" U(ψ) (its "slope"), or as some effective change of the speed of crossing through the 
previous resonance by the value (1.5.1): 

(1.5.12) 

In the latter case the parameter of the rate of "crossing" the resonance takes the form 
(1.3.6): 

(1.5.13) 

In particular, with constant frequencies ( = 0) capture is possible only under the condi­
tion Ρ < ωU0. In the capture region the energy of the oscillator on the average does not 
change, since the losses are compensated for by the action of the perturbation. Outside the 
separatrix the energy of the oscillator decreases, and it goes away from the resonance. 

If = εΛωk', an interesting "steady" case (V = 0) occurs with variable frequencies. 
Unlike the true steady case ( = Λ = 0 ) , the amplitude of the phase oscillations may vary 
(Section 1.6). 

*) Displacement in phase space. 
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1.6 Second approximation effects 
The effects of the second approximation (namely ~ ε, Section 1.4) in the non-linear 

resonance are related to the effects due to the variation of the coefficients of the univers­
al Hamiltonian (Section 1.3): U0(I)ωk'(I), Λ(Ι), which in the first approximation to √ε were 
taken to be constant. These effects can be divided into two categories: oscillating (at the 
frequency of the phase oscillations) and cumulative. According to the estimate of Section 1.4 
the oscillating effects in the region of moderate non-linearity are always small (~ √ε), 
and we shall not write out the corresponding corrections in explicit form. On the other hand, 
the cumulative effects can be regarded as slow; the simplest way of studying them is to use 
the adiabatic invariant of the phase oscillations: 

(1.6.1) 

The latter expression is valid for limited phase oscillations, when dω = 0. Far away from 
the resonance J → I, i.e. the adiabatic invariant of the phase oscillations changes over to 
the adiabatic invariant of the oscillator itself. 

In order to calculate the variation of J let us return to the resonance Hamiltonian 
(1.3.7) and use the general formula (1.2.8). The variable parameters here are the frequen­
cies Ω1(t) and the loss parameter Λ(t). We have: 

(1.6.2) 

where TΦ is the period of the phase oscillations and the explicit dependence on time is due 
to the frequency variation (). 

When there is sufficiently slow and smooth frequency variation the first term, as is 
known (Section 4.4), makes an exponentially small contribution to ∆J, i.e. J scarcely 
varies*), so that it is sufficient to examine only the second term, connected with losses. 
For the integration of (1.6.2) let us limit ourselves to small phase oscillations: 

(1.6.3) 

where φ0 is the amplitude of the phase oscillations. In this case one can put 

(1.4.6) 

*) Provided the trajectory does not cross the separatrix of the steady-state phase oscil­
lations, for which ΤΦ = ∞, and the adiabatic invariant always changes independently of 
the rate of transit, as is in fact calculated in Section 1.5. 
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It is easy to verify that the relative accuracy of these expressions ~φ0√ε. In order 
to obtain J with the same accuracy it is sufficient to use the universal Hamiltonian: 

(1.6.5) 

By inserting the expressions (1.6.4) and (1.6.5) in (1.6.2) and averaging over the period 
of the phase oscillations, we find: 

(1.6.6) 

or 

(1.6.7) 

In the general case the parameter Λ'(Ιp) may depend on time because of the variation of Ip. 
The direction of the variation of J and consequently also of the amplitude of the phase 
oscillations (damping or increase) depends on the sign of the derivative Λ' = (Ρ/ω) ' (1.3.6). 

The application of the averaging method to equation (1.6.2) in order to obtain (1.6.6) 
is permissible under the condition that: 

(1.6.8) 

In the steady-state case ( = 0) the only important effect of the second approximation 
is the damping (or growth) of the amplitude of the phase oscillations with a constant decre­
ment -εΛ'(Ιp) (1.6.7); other effects lead only to small oscillating corrections ~ √ε. 

With sufficiently slow crossing of the resonance under capture conditions, the ampli­
tude of the phase oscillations varies adiabatically according to (1.6.5) and (1.6.7). The 
expression for the adiabatic invariant of the phase oscillations is universal in the same 
sense as the Hamiltonian (1.3.11), i.e. it does not depend on the type of resonance (except 
for the shape of the oscillations). 

This result, mentioned for the special case of synchrotron oscillations in an accelerator 
by Kolomensky and Lebedev5), is completely natural, since the expression for J can be obtained 
with an accuracy of ~ √ε from the universal Hamiltonian. In the case of small phase oscil­
lations expression (1.6.5) is entirely universal. 

The independence of the adiabatic processes of phase oscillation on the type of pertur­
bation can be considered from another point of view. If the phase of the perturbation θ de­
pends only on time (1.1.1), the phase plane of the resonance (Ι,ψ) differs from the original 
phase plane of the oscillator (Ι,θ) only by a turning of the co-ordinate axes and by the 
constant transformation of the scale [ψ = kθ - lθ(t)]. In this case the integral (1.6.1) is 
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proportional to the phase area of the unperturbed oscillator, spanned by the trajectory of 
the phase oscillations. According to Liouville's theorem this area (defined by the motion 
of the ensemble of all the points inside the phase trajectory) is always strictly conserved 
(also when there is perturbation). This corresponds to the approximate conservation of the 
area spanned by the steady-state trajectory of the phase oscillations, in those cases in 
which its intersection with the actual trajectories of neighbouring particles can be neglected. 
The resonance itself determines only the shape of the region, for example, for small phase 
oscillations: ΩΦ·Δθ ~ ω ' · Δ Ι (1.3.12). 

In the special case of a harmonic potential (1.3.14), under the condition that 
V « 1 (1.5.13) and in the absence of losses we obtain: 

(1.6.9) 

which agrees with the result of the theory of synchrotron oscillations in accelerators5). 
From the last expression it can be seen that damping of the phase oscillations can be ensured 
both when the energy of the oscillator increases and when it decreases, owing both to the 
special non-linear characteristic of the oscillator and to the variation of the parameters 
of the resonance in time. This gives the possibility of using the non-linear resonance for 
regulating the amplitude of the oscillations, within the limits compatible with Liouville's 
theorem. 

Let us consider the influence of second approximation effects on slow crossing of the 
resonance*). The most important influence is connected with the possibility of changing 
over from one regime of crossing to another, i.e. with capture (transition to limited phase 
oscillations) or, on the contrary, with moving out of the resonance. It is evident that 
moving out of the resonance will necessarily take place sooner or later, if the amplitude of 
the phase oscillations increases. In the case of damping of the phase oscillations capture 
is possible (but does not necessarily take place). The point is that with slow crossing of 
the resonance there is only one phase oscillation intersecting the steady-state separatrix 
(see Fig. 1.5.1, line b ) , and therefore the damping may not have time to change the para­
meters of the phase oscillations so much that capture takes place. However, when V → 0 
capture necessarily occurs, because the aforementioned phase oscillation in this case ap­
proaches the separatrix and an arbitrarily small change is sufficient for capture. Moreover, 
as will be shown in Section 2.6, near the separatrix there is always a more or less wide 
stochastic layer which facilitates the capture process. 

Let us estimate the critical value of the rate of crossing. Let us return to the com­
plete equation for (1.3.15), which we will write in the form: 

(1.6.10) 

*) For fast crossing this influence is always small (~ √ε). 
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The first term is the main one, the second always being small for moderate non-linearity; 
capture may take place owing to the last term, if vanishes after crossing the resonance 
near sin ψ = 1, where has a minimum value according to the first approximation (Fig. 1.5.1). 
For capture it is also necessary that ≠ 0 before the crossing of the resonance; in the op­
posite case all investigation is transferred to the next phase region (one ψ period to the 
right, Fig. 1.5.1). This happens to be possible, since the first term (1.6.10) changes sign 
after the crossing of the resonance, and the last one does not change. 

The minimum value of in a first approximation is of the order of (1.5.3): 

(1.6.11) 

Capture is possible under the condition of ΩΦ √4π V | ε | : 

(1.6.12) 

The last inequality is the condition for the signs of the terms of (1.6.10). 
For stable capture it is necessary for the amplitude of the phase oscillations to de­

crease after capture; in the opposite case only short-term capture is possible. In the 
absence of an explicit dependence on time and the condition U0 > 0 the oscillations die down, 
if*): 

(1.6.13) 

This is compatible with the capture condition (1.6.12) when 

(1.6.14) 

In the opposite case stable capture, as a rule, is not possible except for an exponentially 
small region of resonant phases on the edges of the interval (1.5.8), for which inequality 
(1.6.12) changes sign (Section 1.5). 

Capture is also possible owing to the non-uniform rate of crossing of the resonance 
( ≠ 0), if this leads to the reduction of V by the value ∆V ~ V (1.5.3), namely under the 
condition: 

*) In approximation (1.6.9), which we use as an example. 
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(1.6.15) 

However, for this capture to be stable the damping of the phase oscillations must be suf­
ficiently fast. In fact, under condition (1.6.15) V passes through zero in a time of the 
order of one phase oscillation and begins to grow again in absolute value, which may lead 
to motion out of the resonance. 

All the estimates of the second approximation effects in this paragraph were made for 
moderate non-linearity (1.3.8). When there is large non-linearity εα 1 it is necessary to 
take into account the subsequent expansion terms of the quantity (kω - ) in the equation for (1.6.10). In particular, the relation of the second term to the first is of the order of 
√εα·φ0. Hence it can be seen that for sufficiently small oscillations 

(1.6.16) 

all remains as usual. However, the shape of the large oscillations (ø0 ~ 1), and also the 
position of the separatrix, may change substantially depending on the specific form of U(Ι,ψ). 

When non-linearity decreases (ωk' → 0) we finally arrive at a linear resonance. In this 
case the difference (kω - lΩ) in the system of equations (1.3.15) is simply constant detuning. 
The resonance corresponds to the condition = 0, whence the linear width of the resonance 
(width of unstable region) is: 

(1.6.17) 

The linear approximation is valid as long as the non-linear frequency variation (ωk'·ΔΙ) is 
much smaller than the linear width of the resonance (1.6.17). In particular, for ΔΙ ~ I we 
obtain: 

(1.6.18) 

In the intermediate case of ε ~ α the motion of the oscillator may be very complex and 
depends on the type of resonance. The most important feature of this region is the forma­
tion under certain conditions of a capture region, or, in other words, stabilization of the 
resonance by non-linearity. The conditions of such stabilization are usually obtained from 
the resonance Hamiltonian (1.3.7). An estimate of the order of magnitude can, however, be 
obtained much more simply from the following considerations. Stabilization occurs in the 
case when the non-linear frequency variation exceeds the linear width of the resonance and 
the oscillator thus begins to move out of resonance. On the other hand, the non-linear de­
tuning can be estimated according to the phase oscillation formula (Section 1.4): 
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(1.6.19) 

Hence we obtain the stabilization condition in the form: 

(1.6.20) 

As an example, let us consider the resonance for small slightly anharmonic oscillations 
described by a Hamiltonian5): 

(1.6.21) 

where H0 is the linear part and the smallness of the perturbation is ensured by the condi­
tion: Ι 1. The non-linearity is determined here by the first non-vanishing term U 0 0 m 1 
with m1 > 2 (usually U 0 0 4 ) : 

(1.6.22) 

and the value of the perturbation for the resonance of the kth harmonic (k > 0) is (see 
1.3.4): 

(1.6.23) 

The stabilization condition (1.6.2) takes the form: 

(1.6.24) 

For I → 0 this inequality is always fulfilled when k > m1 (stabilization at small amplitudes) 
and not fulfilled when k < m1. In the latter case stabilization is possible only for λ 1. 
and the stabilization boundary is given by the estimate: 

(1.6.25) 

The stable region corresponds to a sufficiently large amplitude: I > I1. Let us note that 
when λ 1 this region (I I1) becomes unstable for k > m1. When k = m1, the stabilization 
condition does not depend on Ι: λ 1, 

For the special case of m1 = 4 the estimates obtained agree with the results of the de­
tailed calculations on a similar problem carried out by Schoch14) (see also Ref. 5) and 
Mel'nikov37). 
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CHAPTER 2 

STOCHASTICITY 

This is the main chapter of the paper, in which the interaction of several resonances, 
due to the non-linearity of the system, will be investigated. The interaction of the reso­
nances is a source of instability of the oscillations, which in turn leads to one or 
another form of stochasticity, i.e. to the appearance of statistical laws in the dynamical 
system. At this point, classical oscillation theory merges with statistical mechanics and 
what interests us mainly is the border zone between the two sciences. In contrast to the 
more elementary investigations of the previous chapter, we are obliged in what follows to 
turn to a system of simple models and to make greater use of analytical estimates by order 
of magnitude. Natural dissatisfaction with such a "non-rigorous" approach may be compen­
sated for to a certain extent by the numerical experiments which will be described in the 
next chapter. 
2.1 The basic model 

The central problem of this paper is that of the interaction of several resonances. 
According to the results of the previous chapter, the size of the region of influence of 
each resonance (in frequency) is of the order of (Section 1.4)*): 

(2.1.1) 

around the resonance value ω = ωp. If there are several resonance values of the frequency 
(ωi) (several resonances, as we shall say for the sake of brevity), then it is obvious that 
the character of the motion will essentially depend, generally speaking, on the ratio: 

(2.1.2) 

where Δ = |ωi+1 - ωi| is the frequency distance between neighbouring resonances. The case 
of single resonance, thoroughly studied in the previous chapter, corresponds to the condi­
tion 

S « 1 (2.1.3) 

The asymptotic validity of this condition is fully evident**). A more accurate criterion 
of the applicability of the single resonance approximation will be discussed later 
(Sections 2.2 and 2.7). 

*) For the case of moderate non-linearity (1.3.8), which will always be understood if no 
special reservation is made. 

**) See Section 2.7 though. 
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In the opposite case 

S 1 (2.1.4) 

it is necessary to take into account the interaction of the resonances, namely the simul­
taneous effect on a non-linear oscillator of several perturbations with different fre­
quencies. 

It is not difficult to extend the universal Hamiltonian (1.3.11) to the case of 
several resonances. Let us choose one of them as the basic resonance (basis of reference) 
and designate the values relating to it by a zero index. Let us insert the phases 
ψ = θ - φ0; ψi = φ0 - φi (see Section 1.3, k = l = 1). The universal Hamiltonian can now 
be written in the form: 

(2.1.5) 

whence the equations of motion in a first approximation are 

(2.1.6) 

One can express the following qualitative considerations about the behaviour of this 
system under conditions of interaction of the resonances (2.1.4). Each term defines its 
own "centre of attraction" around which the phase oscillations of our "particle" (see 
Section 1.3) can take place. In other words, in the oscillator phase plane (Ι,θ) instead 
of one "potential well" (or rather one "bucket", Fig. 1.4.1) there are a number of 
"potential wells" around Ii. Under condition (2.1.4) these "wells" overlap, which makes 
it possible for the "particle" to cross over from one well to another. The transition 
conditions depend on the phase relation ψ + ψi, and generally speaking, vary continuously, 
since the "wells" shift with respect to each other along θ on account of the difference 
of the frequencies Ωi. 

The law governing the migration of the "particle" from one "well" to another depends 
on the specific form of the perturbation and in particular on the phase relations. Later 
we shall give examples of the various types of migration (Section 2.4). However, it can 
be considered that in the limiting case of very large overlapping of the resonant zones 

S » 1 (2.1.7) 

the law of migration will be almost random. The reason is the very intricate variation of 
I in this case (2.1.6), especially if one takes into account that the phases ψ + ψi deter­
mining this variation themselves depend on I by virtue of the non-linearity of the 
oscillator*). 

*) This conclusion is not trivial, see Section 2.8. 
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It would seem that the motion cannot be "completely" random since it satisfies the 
dynamic equation. However, the imitation of all the known properties of a random process 
is possible and is sometimes so good that the question arises as to whether a "real" 
random process is only a clever "imitation". Discussion of this question will be postponed 
until Section 2.13. 

Motion of such a quasi-random type will henceforth be called stochastic, on the under­
standing that this covers all the features of a random process at present known (Section 
2.3). The study of the stochastic motion of a mechanical system, begun mainly in con­
nection with the problem of the foundation of statistical mechanics [Section 2.13; see, 
for instance Ref. 16], has now become a whole new branch of mathematics -- the metric 
theory of dynamical systems -- which we shall refer to in the rest of the paper by a shorter 
though less felicitous term, the ergodic theory*). Unfortunately this theory, as a rule, 
is too abstract and is not easy to apply to specific physical problems. It should be 
stated at once that the most recent and most important results of the theory17,19,20,31) 

are better in this sense and will be widely used in this paper. 

Our basic task is to validate inequality (2.1.4) as a criterion of stochasticity, 
namely as the border separating the stable and stochastic regions, for the special case 
of a mechanical system of the form (1.1.1), and also to calculate the specific parameters 
of stochastic motion. 

The study of the general case of the interaction of resonances (2.1.6) encounters con­
siderable difficulties, the meaning of which will be clear in what follows. Therefore we 
shall first simplify the model (1.2.5) chosen in the previous chapter, assuming that the 
perturbation acts on the oscillator periodically (period Τ = 2π/Ω), each time for a very 
short interval of time τ → 0 (approximation of short kicks). Equation (1.2.5) in this case 
takes the form: 

(2.1.8) 

The phase dependence of the perturbation ( = Ω) reveals itself by the fact that the 
Hamiltonian h(I,θ) is different from zero only at intervals of τ; the indices θ,Ι denote 
partial differentiation with respect to the corresponding argument: 

By integrating the system over the interval τ we obtain as a first approximation: 

(2.1.9) 

*) The present state of the theory is presented rather completely in a paper by Sinai17). 
See also Refs. 41 and 42. 
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where Ι0,θ0 are the initial values. In the interval between kicks I = const., and the 
phase varies by the value Δθ = (Τ - τ) · ω ( Ι 1 ) , where I1 is the value after the kick. The 
total phase shift during the period is: 

(2.1.10) 

We can now describe the motion of the model by means of a system of difference 
equations: 

(2.1.11) 

where τ = 1, and the index "n" denotes the number of the kick (step), the new discrete 
time of our dynamical system. Let us recall that the Hamiltonian h(I,θ) is a periodic 
function of θ with a period of 2π. 

Equations (2.1.11) are written to first approximation in ε and can be put down more 
accurately if necessary, using (2.1.8). In particular, let us write the expression for 
ΔΙ with an accuracy ~ ε2, which we shall need later on: 

(2.1.12) 

Since the original system (2.1.8) is canonical, the Jacobian of the transformation 
(2.1.11) is equal to unity with the corresponding accuracy: 

(2.1.13) 

which is easy to verify also by direct calculation. 
Equations (2.1.11) determine the basic model of the interaction of the resonances. 

It will sometimes be convenient to simplify it even further. As in the case of a single 
resonance, the behaviour of the system to a certain degree does not depend on the specific 
form of the function h(I,θ)*), and therefore we shall choose the two most simple cases 
[(2.1.14) and (2.1.15)]. Further, one can neglect in the first √ε approximation (see Section 
1.4) the last term in the second equation (2.1.11), which represents a linear correction 
to the frequency [Section 1.6 (1.6.17)]. Finally, instead of the action variable I, one 
can directly use the frequency of the oscillator ω. As a result we shall obtain the 

*) See Section 2.7. 
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following most simple model equations describing the phenomenon of the interaction of the 
resonances: 

(2.1.14) 

or 

(2.1.15) 

Here the curly brackets represent the fractional part of the argument -- a convenient way 
of specifying the periodic dependence. The coefficients of the model equations (2.1.14) 
and (2.1.15) are selected so that the Jacobian | ∂ ( ω n + 1 , ψn+1)/∂(ωn, ψn)|= 1 exactly. The 
reasons for the choice of two forms of dependence on ψ will be clear from what follows 
(see Section 2.4). 

We chose for our basic model (2.1.11) a perturbation in the form of short kicks, 
essentially in the form of a δ-function. This choice is not very special or exceptional; 
on the contrary, it is typical, since the sum in the right-hand part (2.1.6), when there 
are a large number of terms, actually represents either a short kick (or series of kicks) 
or frequency-modulated perturbation. In the latter case periodic crossing of the resonance 
takes place, which according to the results of Section 1.5 is also equivalent to some kick 
[(1.5.7) and (1.5.9)]. Thus it can be expected that the properties of model (2.1.11) will 
be in a sense typical for the problem of the interaction of the resonances and stochasticity. 

The transition to the difference equation (2.1.11) or, as they say, to the transform­
ation, means essentially the integration of the original system of differential equations 
over the period of the perturbation, integration which becomes trivial for the special 
case considered. We thus obtain some information about the behaviour of the system in a 
finite, and characteristic, interval of time. This is really a reason for simplifying the 
original system. 

The true significance of the basic model is explained in Section 2.6, where it will be 
shown that it describes the motion near the non-linear resonance separatrix and in particu­
lar the stochastic layer. The latter turns out to be the origin of any instability of non­
linear oscillations. Thus it appears possible to study the general case of the interaction 
of resonances, using the basic model only. 
2.2 Kolmogorov stability 

Let us return to Eq. (2.1.11). If the perturbation is sufficiently small (ε → 0) and 
Τω = 2πk (k is an integer), i.e. if the system is near to the resonance, the difference 
equations can again be replaced by the differential ones: 
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(2.2.1) 

where ωp is the resonance value of the oscillator frequency ω. 
Let us study the nature of the motion in this case. First of all let us note that 

the Eqs. (2.2.1), of course, are not identical to the original ones (2.1.8), in spite of 
some resemblance. The derivatives (2.1.8) relate to the interval of time « τ (time of 
action of the perturbation), whereas the characteristic time for the derivatives (2.2.1) 
should be » Τ (period of action of the perturbation). This means that both the differen­
tial equations (2.2.1) and the difference equations (2.1.11) contain some information about 
the solution of the original system (2.1.8) during the perturbation period, as noted above. 

Let us further point out that Eqs. (2.2.1) agree exactly with the equations (1.3.5) in 
Section 1.3, describing single resonance. Consequently, in the approximation under con­
sideration there is no interaction of resonances and the motion has the character of limited 
phase oscillations (Section 1.4). 

Let us consider these phase oscillations more thoroughly for model (2.1.15). The dif­
ferential equations in this case take the form: 

(2.2.2) 

where k is an integer. The universal Hamiltonian (see Section 1.3) is equal to: 

(2.2.3) 

The most important characteristic of a non-linear resonance is the width of the separatrix 
determining the region of influence of the resonance. In the present case it is 
(Section 1.4): 

(2.2.4) 

The approximate replacement of the difference equations by the differential ones 
(2.2.1) is thus equivalent to taking into account a single resonance. Let us show this 
directly. For this let us return to the original equations (2.1.8) which for model 
(2.1.15) take the form: 

(2.2.5) 
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Now by expanding the periodic δ-function into a Fourier series, singling out, as usual, 
the resonant harmonic, for which Τω ≈ 2πk and inserting ψ = θ - kt/T, we obtain exactly 
system (2.2.2). 

Let us consider more accurate conditions under which the difference equations (2.1.11) 
can be replaced by the differential equations (2.2.1). For this it is evident that the 
following inequalities must be satisfied: 

(2.2.6) 

In order to satisfy these inequalities it is necessary first of all for the parameter 
ε « 1. This is not, however, an additional limitation, since we always consider the per­
turbation to be small. Further, the value Τω must be near to a multiple of 2π: 

(2.2.7) 

This condition in its turn can be broken down into two: firstly, the initial de­
tuning must be small: 

(2.2.7') 

and secondly, the variation of ω in the process of motion must also be sufficiently small: 

(2.2.8) 

Let us show in example (2.1.15) that condition (2.2.7') is unimportant. Since it is 
not connected with non-linearity, let us assume that the system is linear, i.e. that 
ω = ω 0 = const. In this case the second equation (2.1.15) gives ψn = ψ0 + nθ0/2π: 
θ0 = Τω0, whence: 

(2.2.9) 

The latter sum permits a simple estimate: 
(2.2.10) 

Its value is always small except for the resonance regions, where condition (2.2.7') is 
fulfilled. 

In the general case the force f(ψ) in a transformation of type (2.1.15) has all the 
harmonics: f(ψ) = Σqfq e2πiqψ and then the sum (2.2.10) diverges for any rational θ0/2π. 
But this simply means that, besides the main resonances ωΤ/2π = k (integer) in (2.2.2) 
generally speaking the resonances of the higher harmonics ωΤ/2π = r/q (rational) should 
also be taken into account. This question will be discussed in Section 2.7. Going on 
ahead, let us note that for a sufficiently rapid decrease in the amplitude of the harmonics 
fq with the growth of q, the resonances of the higher harmonics can be neglected. 
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There thus remains one important condition for the validity of the approximation by 
a single resonance, and precisely condition (2.2.8) which agrees in order of magnitude 
with inequality (2.1.3), since in the present case the distance between the resonances 
Δ = 2π/Τ. 

So far we have restricted ourselves to the first approximation only, taking into 
account some rough effects of the second approximation. Naturally the question arises as 
to whether some fine effects of the higher approximations qualitatively change the solution 
after a sufficiently long time; in other words, are there not some kind of cumulative cor­
rections of the higher approximations? 

The KEM theory enables us to construct a solution in the form of an asymptotic 
series in powers of the small parameter ε, the residual term of which is of the order of 
RN ~ εN+1 · t 3 ) . Such series, as is known, diverge and therefore there is no guarantee 
against exponentially small error, say ~ t · e - A / ε. It is true that if the system has 
finite damping the asymptotic solution remains valid for any t when there is a sufficiently 
small fixed ε3). However, for conservative systems the question remains open*). 

The practical construction of asymptotic series is a highly laborious task. Apparently 
the best technique for such construction was devised by Kruskal18). 

Only relatively recently, in papers by Kolmogorov19), Arnold20) and Moser28), a new 
technique for constructing convergent series was developed, which makes it possible in some 
cases to solve the problem of the stability of the motion of a conservative system in an 
infinite interval of time**). This progress was possible because the problem was formulated 
in a different way. The perturbed trajectory is generally calculated for given initial con­
ditions. In the averaging method3) the calculation of the variation of the frequencies of 
the motion in each successive approximation plays an important part; this makes it possible 
to avoid trivial secular terms3). Instead of this in the KAM theory the perturbed trajec­
tory, or rather the invariant surface (torus), is calculated for given frequencies and the 
torus shifts a little and becomes deformed in the phase space in each successive approxi­
mation. In other words, in the KAM theory a different principle of splitting up the phase 
space into trajectories is applied. It turns out that in order to conserve such tori in 
the presence of perturbation it is necessary, firstly, for the system to be non-linear and, 
secondly, so that the frequencies of the motion on the torus shall have some special arith­
metical properties, Toughly speaking, it is necessary for their quotients not to be too 
close to rational numbers (see Section 2.1.2). The change in the formulation of the prob­
lem and the success in solving it are connected with precisely this latter condition. How­
ever, this condition is of a rather specific nature, it is not physical. Although the in­
variant surface of the unperturbed system has "good" frequencies with a probability of 
unity, arbitrarily near to it are surfaces with "bad" frequencies which are destroyed by 
the perturbation. In a real system it is not possible to distinguish between these two 
kinds of invariant tori. Thus real conclusions on the stability of the motion can be drawn 
only for a two-dimensional autonomous or a one-dimensional non-autonomous system. In this 

*) In the case of small damping some effects may also be missed. See Section 2.10. 
**) From now on we will refer to these papers as the KAM theory. 



- 34 -

case the invariant tori are inserted one inside the other and thus the "bad" tori are con­
fined between the "good" ones, which ensures general stability of the motion independently 
of the mythical arithmetical properties of the frequencies*). For the many-dimensional 
case the question remains open for the present; there is only an example of instability 
constructed by Arnold21). This question will be more thoroughly discussed in Section 2.12. 

Thus, in the limiting case of s → 0 (2.1.3) the motion of a system of the form (1.1.1) 
actually has the character of limited stable phase oscillations. However, in its present 
state the KAM theory does not make it possible effectively to estimate the critical value 
εcr. The existing estimates20) are clearly too low by many orders of magnitude. The 
numerical experiments (Chapter III) show that εcr is of the same order of magnitude as the 
border of stochasticity s ~ 1. 
2.3 An elementary example of stochasticity 

Let us go over to the solution of the system of difference equations (2.1.11) in the 
case when condition (2.2.8), or inequality (2.1.3) which is equivalent to it, is violated. 

Let us begin with an elementary example. Let us consider model (2.1.14), rewriting 
the equations in the form: 

(2.3.1) 

Condition (2.2.8) in the present case may be written in the form [see (2.2.4)]: 

(2.3.2) 

The second of the equations takes on essentially the character of phase extension with a 
coefficient εΤ. Thus it can be replaced in its turn by a model transformation of the form: 

(2.3.3) 

It is difficult to imagine a simpler (and rougher) model of a dynamical system. 
Nevertheless, it-enables us. to trace the most important features of the phenomenon of 
stochasticity. Moreover this is the only model whose properties are completely known and 
furthermore in the form of rigorous mathematical theorems with all the necessary conditions 
and reservations**). It can therefore serve as a safe point of departure, from which we 
will endeavour to progress further by means of less rigorous methods of qualitative esti­
mates, physical,(model) considerations and numerical experiments. 

*) We shall call this case one-dimensional. 
**) The main results are in the papers by Rokhlin22) and Postnikov33). 
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When k > 1 the motion of the system (2.3.3) has all the attributes of a random process 
so far known -- ergodicity, mixing and positive K-entropy22) (see below). As men­
tioned above, we shall call such systems stochastic*). 

The ergodicity of system (2.3.3) means the uniform distribution of the sequence ψn in 
the segment (0,1). The mixing is closely connected with the correlations in the system. 
Let us consider several different trajectories with initial conditions: ψ 0

( 1 ), ψ0(2), ..., ψ0(r). 
Let us combine them in one trajectory of an r-dimensional point (ψn(1), ···, ψn(r)). we will 
speak of the absence of r-fold correlations in the original system (2.3.3), if the combined 
r-dimensional system possesses ergodicity, i.e. if the trajectory of the point (ψn(1), ..., ψn(r)) 
uniformly fills the r-dimensional hypercube when n → ∞. 

What is known as weak mixing means the absence of pair (twofold) correlations**). 
The term "weak" shows that this property is not sufficient for obtaining stochasticity. 
It turns out26) that with weak mixing only, the continuous distribution function (of the 
ensemble of the systems) in the phase space even in the steady state undergoes strong, 
although also infrequent, variations; this is unsatisfactory from the point of view of 
statistical mechanics. Let us recall for purposes of comparison that when only ergodicity 
is present there is no steady state at all, but the distribution function varies almost 
periodically26). 

Infrequent but strong oscillations of the distribution function when there is weak 
mixing are apparently due to the higher correlations (r > 2). If the distribution function 
relaxes to a steady-state function (constant), i.e. if the oscillations of the distribution 
function decrease infinitely when t → ∞, one talks of strong mixing or simply mixing. It 
is natural to assume that (strong) mixing is equivalent to the absence of correlations of 
any multiplicity†). In order to give a full picture let us mention, going on a little 
further ahead, that in the special but very important case when the relaxation process goes 
according to an exponential law, one speaks of the positive K-entropy of the system. 

By virtue of the ergodicity, the correlations of several trajectories are equivalent 
to the correlations of several points taken successively in the same trajectory: 
(ψn(1), ..., ψn(r)) → (ψn+k1, ···, ψ n+k r - 1). However, in this case all shifts in time 
between the points (|ki - kj|) must increase infinitely with the growth of n. Correlations 
with constant shifts are called autocorrelations. These always exist in a mechanical 
system, since its motion is unambiguously determined by reversible dynamical equations. 
Thus mixing means asymptotic (i.e. with |ki - kj| → ∞) dying down of the autocorrelations. 

The notion of mixing is also connected with the notion of the completely uniformly 
distributed sequence introduced by Korobov23) (see also Ref. 24). This last term means 
the absence of autocorrelations of any multiplicity with arbitrary non-zero shifts 

(ki ≠ kj ≠ 0). This sequence obviously cannot be given by dynamical equations. However, 

*) Another term used in ergodic theory is K-systems, in honour of Kolmogorov who discovered 
them. 

**) For other definitions of mixing and the connection between them see the book by Halmos26). 
†) This assumption still remains only a more or less plausible hypothesis. 
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the dynamical sequence is asymptotically completely uniformly distributed when there is 
mixing. 

Let us consider pair autocorrelation more thoroughly. We determine the correlation 
coefficient by 

(2.3.4) 

where averaging can be carried out over ψ0 by virtue of the ergodicity, and q is an integer. 
An advantage of this definition of the correlation coefficient for a system of type (2.3.3) 
as compared to the standard 

(2.3.5) 

is that the integer part of ψ is automatically excluded, which considerably simplifies the 
calculation. At the same time |ρn(2) (q)| has the properties of a standard correlation 
coefficient*). 

From (2.3.3) and (2.3.4) we have: 

(2.3.6) 

For integer k the correlation coefficient vanishes, because of the nature of its 
definition**), for all q except q = -kn; in the other remaining cases it is of the order 
of: 

(2.3.7) 

and asymptotically decreases exponentially. 
From this estimate one can also draw interesting conclusions on the space structure 

of the mixing, which is characterized by the parameter q. In fact, expression (2.3.4) re­
presents the qth Fourier component of the correlation, i.e. it characterizes the correla­
tions in the region of scale 1/q. From estimate (2.3.7) it follows that the correlation 
coefficient for a given q does not decrease immediately, but only after some time (number 
of steps), when kn > q. In other words, the mixing process spreads gradually into increas­
ingly small regions. Assuming that kn ~ q, one can obtain an estimate of the size of the 
region up to which the mixing extends in time: 

*) The idea of such a definition arises from Weyl's12) criterion for uniform distribution 
of a sequence (see also Ref. 24). Let us note that (2.3.4) is the standard correlation 
coefficient of the quantities e2πiψn and e2πiqψ0. 

**) See also Section 2.11. 
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(2.3.8) 

Thus the size of the region not yet affected by mixing also decreases exponentially with 
time. 

Let us consider, finally, yet another, probably the most important, property of a 
stochastic system -- local instability of motion. This means that trajectories that are 
close together at first rapidly diverge. For model (2.3.3) we obtain directly: 

(2.3.9) 

i.e. the instability also develops exponentially at the same rate as the correlations 
(2.3.7) decrease and the correlation length (2.3.8) is reduced. 

Local instability of motion is the specific mechanism which ensures mixing and decrease 
of the correlations in the mechanical system. 

The connection between local instability and stochasticity was first noted, apparently, 
by Hopf29) and Hedlund35), analysed in detail as applied to mechanical systems by Krylov30), 
and rigorously proved for a rather general case in recent papers by Anosov31) and Sinai34,17). 
Local instability appears to be a very convenient practical criterion of stochasticity, 
since it needs only the investigation of linearized equations. It is also not out of the 
question that local instability plays a decisive part in understanding the nature of the 
statistical laws (see Section 2.13). 

Using relation (2.3.9) the whole mixing process for our model can be visually traced. 
At first [n ln (1/δ ψ0)/ln k] the segment δψ0 simply extends until it reaches the size 
of the whole region (δψn ~ 1). After this begins the mixing of the trajectories emerging 
from (δψ)0 throughout the whole region (0,1). At the moment when (δψ)n ~ 1 the correlation 
length ~ (δψ)0, since the trajectories of this segment (δψ0) just begin to mix. This con­
dition leads, of course, to the previous estimate (2.3.8). 

The distinctive feature of a stochastic system is just the exponential development of 
local instability and the development of the resulting process of mixing and decrease of 
the correlations. Exponential law ensures fast transition to "random" motion with a high 
degree of accuracy. It will therefore be understood that the characteristic rate of this 
exponential process is of the greatest importance for the stochastic system. It was in­
troduced in Ref. 25 and is generally called entropy. In our case: 

(2.3.10) 

Sinai34,17) established that this definition of entropy was equivalent to the original one 
in Ref. 25, which was more complex. This quantity had already actually been widely used 
by Krylov30) and may therefore be called Krylov-Kolmogorov entropy, or K-entropy. 

The term entropy for the quantity (2.3.10)25) cannot be regarded as felicitous, 
because there is confusion with the usual thermodynamic entropy. In fact these quantities 
are completely different even in dimension. 
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Thermodynamic entropy characterizes the statistical state of the system and depends 
only on the distribution function27): 

(2.3.11) 

where μ is the invariant measure of the region (the volume of the phase space for 
Hamiltonian systems). In particular, thermodynamic entropy is constant in a steady state 
(f = const.). For the classical system it is defined except for the constant, whose value 
is connected with phase space quantization27) namely with the fact that the quantum 
system cannot occupy a region in the phase space less than some Δμkb. This condition 
leads to the standard expression27): 

(2.3.12) 

For a purely classical system one can also introduce some minimum permissible phase 
volume (ΔμkΛ) from the following considerations. In its physical meaning entropy charac­
terizes just the stochastic motion of the system. On the other hand, although in principle 
a classical system may also occupy an arbitrarily small volume, its motion will not be 
stochastic in the regions smaller than correlation volume Δμc(t), similar to the correla­
tion length 1/q (2.3.8) for model (2.3.3). It is therefore natural to choose Δμc as the 
minimum permissible volume when calculating the entropy: ΔμkΛ ~ Δμc. As a result we 
obtain the relation: 

(2.3.13) 

defining a new entropy which now depends not only on the statistical state (f) but also on 
the dynamics of the mixing [Δμc(t)]. In this form it is difficult to use, both in statis­
tical and dynamical theory. However, it is easy to obtain from it the quantity character­
izing mixing dynamics only. For this let us choose any specific statistical state, for 
example, steady state (f = const.). Defined, in such a way, the dynamical entropy perma­
nently increases with time (in a state of statistical equilibrium!) for any system with 
mixing. In the case of systems with an exponentially decreasing correlation length the 
entropy (2.3.13) proves to be asymptotically proportional to time. It is therefore natural 
to introduce as a characteristic its mean rate of change: 

(2.3.14) 

This is precisely K-entropy; it is of the same dimension as the frequency, and is there­
fore sometimes called entropy per time unit (or per one step). We will call it K-entropy. 
2.4 Stochasticity of the basic model 

Let us turn to the more real non-linear resonance model given by the difference 
equations (2.1.11). In order to study stochasticity it is most convenient to investigate 
the local stability of the solution. 
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For this let us write the linearized equations in the variations*): 

(2.4.1) 

By equating the right-hand sides of the equations obtained to λ · δIn and λ · δθn, respec­
tively, we shall find the characteristic equation for λ: 

(2.4.2) 

where the coefficient 

(2.4.3) 

We put the last term of the characteristic equation as unity, since it is equal to 
the Jacobian of transformation (2.1.11), which in its turn is obtained from the exact 
Hamiltonian equations (2.1.8). In fact for this it is necessary to take into account the 
subsequent terms of the expansion in ε (Section 2.1). In the expression for Κ there also 
appear additional terms of the order of ε2, ε2Τω', ε3Τω', ... It is, however, essential 
for the factor Τω', which may become large, always to participate only in the first power 
and therefore the additional terms mentioned are small in comparison to the main one 
(2.4.3). 

The only coefficient of the characteristic equation (K) is closely connected with the 
extension of the phase: 

(2.4.4) 

The validity condition for the approximation of the single resonance (2.2.8) or (2.1.3), 
for system (2.1.11) takes the form: 

(2.4.5) 

In this paragraph we shall deal with the opposite case of Κ ≥ 1. Thus the last term in 
(2.4.4) can be neglected. 

The roots of the characteristic equation are given by the expression: 

(2.4.6) 

Depending on the value of λ the solution may be of two qualitatively different types. 
The first corresponds to the complex conjugate roots and takes place under the condition 

*) Another name for (2.4.1) common in the ergodic theory is tangent transformation. 
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(2.4.7) 

It is easy to verify that in this case |λ1| = |λ2| = 1, and consequently the linearized 
transformation (2.4.1) represents rotation by an angle of ø0: 

(2.4.8) 

which corresponds to the oscillatory nature of the solution of (2.4.1) with a frequency of 
ø0/Τ. This is the case of local stability of motion. 

The quantity Κ is a periodic function of θ; let us introduce the amplitude: 

(2.4.9) 

When K0 « 1 the solution of (2.4.8) gives well-known phase oscillations (Section 2.2) near 
to the stable equilibrium state (hθ = 0; hθθ · ω' > 0). It is important, however, that 
such oscillatory solutions are possible, generally speaking, for any K0, including 
K0 » 1, near to the points of weak phase extension (hθθ ≈ 0; Κ ≈ 0; dθn+1/dθn ≈ 1). 
Let us discuss this a little more thoroughly. 

First of all let us estimate the size of the region of local stability in the phase 
space of the system (ΔΙ, Δθ). This can be done using the condition that the parameter Κ 
does not go outside the limit of the interval (2.4.7). We obtain the size of the stable 
phase region immediately (2.4.7) 

(2.4.10) 

The latter estimate is valid provided that the function Κ(θ) is sufficiently smooth. The 
permissible value of ΔΙ is obtained from the second equation (2.1.11), with the requirement 
that the phase variation θn+1 - θn shall not exceed the value (2.4.10): 

(2.4.11) 

Thus the phase volume of the region of local stability turns out to be εK0-3. 
Further, let us note that when K0 » 1 the stability (hθθ ≈ 0) and constancy of I 

[hθ ≈ 0, see (2.1.11)] are mutually exclusive as a rule. Therefore even in the stable 
region I varies. This means that the system leaves the stable region after one step 
because of the variation of the term Τω in (2.1.11) and thus the actual size of the stable 
region proves to be considerably smaller (see Sections 2.8 and 3.5). 

However, a special case is possible, when the variation of Τω is equal to an integral 
multiple of 2π: 

(2.4.12) 
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Here a stable process of increasing or decreasing the energy of the oscillator may take 
place. Such a process is used to accelerate charged particles in a microtron and histori­
cally this was the first proposal for the use of the phenomenon of phase stability in 
accelerators7). 

Since the left-hand side of the last equality ~ K0 and the size of the stable region 
shrinks abruptly with the gTowth of K0, in practice microtron conditions are essential in 
the region K0 ~ 1. More complex periodic conditions are also possible, under which the 
quantities Ι,θ pass through several different values before returning to the original ones. 
Such conditions are thoroughly studied by Moroz182), where they are called generalized 
microtron regimes. The role of all such stable regions and the related estimates will be 
discussed in Section 2.8. 

Let us now go over to the solution of (2.4.1) in the case of the real roots of the 
characteristic equation, that takes place for values of Κ outside the interval (2.4.7). 
At the edges of this interval λ = ±1. Excluding this trivial case one of the real roots 
is always greater than unity in absolute value, and the other smaller, because of the con­
dition λ1 · λ2 = 1. 

Let us first consider the simplest case, when the roots λ1,2 and the eigenvectors of 
the transformation are constant (do not depend on θ). Then the solution of (2.4.1) can 
be written in the form: 

(2.4.13) 

where ξ,η are the coordinates along the eigenvectors: λ = λ1 = 1/λ2 > 1. Model (2.1.14) 
has just this property and is an exception in this sense (see below). 

The description of the motion by the variables ξ,η, namely the description of the 
relative shifting of the points of the phase plane (not necessarily close), may be called 
the transverse flux34,17) In the simplest case which we are discussing the structure of 
the transverse flux is very simple: all the trajectories asymptotically approach the 
η axis when n → ∞, and the ξ axis when n → -∞. The flux of such a structure will be 
called asymptotic. Let us note that the two special trajectories of the transverse flux, 
along which either continuous extension (ξ = 0) or continuous contraction (η = 0) takes 
place, are asymptotes. According to the aforementioned results of the papers by Anosov31) 
and Sinai34,17), the stochasticity of a Hamiltonian system is equivalent to the existence 
of an asymptotic transverse flux in the vicinity of any point of the phase space, or in 
other words, to the splitting up of all the phase space into asymptotic trajectories. 

The regular nature of the transverse flux necessarily leads to residual autocorrela­
tions, vanishing only when n → ∞. Any initial region of the phase plane extends exponen­
tially in the direction of η and contracts along ξ. The mixing process begins after the 
length of the region extended in the direction of η reaches the maximum size permissible 
for this system*). The initial region is then transformed into a set of increasingly thin 

*) This limitation is always fulfilled for systems of the oscillator type, which are being 
studied in the present paper, at least for some of the variables (phases). Let us note 
that the extension in such systems occurs mainly just in phase (see below). 
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(along ξ) layers crossing the phase plane along the axis η and uniformly filling it like 
"flaky pastry". The initial stage of the mixing process for model (2.1.16) is shown 
schematically in Fig. 2.4.1. 

Fig. 2.4.1: Schematic picture of the mixing process for model (2.4.16) 
with f(ψ) = ψ - ½. The initial region is represented by a square; the 
figures indicate the number of the step. The direction of the extension 
coincides approximately with the diagonal of the phase square, and the 
direction of contraction with the axis ø. 

The general character of the mixing process here is the same as for the model of 
Section 2.3. However, there are also significant differences due to the fact that we are 
now considering a Hamiltonian system, the motion of which is reversible in time, in con­
trast to the model of the previous paragraph. 

The first difference is due to the fact that the mixing time (n1) depends now only 
on the width of the initial region along η(Δη0) and increases indefinitely when Δη0 → 0, 
while the region along ξ may be any size: n1 ~ -ln (Δη0)/ln λ → ∞. Let us note, however, 
that the area of the initial region also tends towards zero together with Δη0 for any finite 
Δξ0. 

Another more important difference is that the initial region, which generally speaking 
is of a very complex structure and has a large quantity of thin layers uniformly covering 
the phase plane, can always be chosen such that in the process of motion it will shrink to 
a region of simple form. In other words, a process which is the reverse of the mixing 
process will take place. For this it is sufficient merely to change the time sign and 
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trace the reverse process. The possibility of such a process appears to be inconsistent 
with statistical irreversibility, and this leads to the so-called Loschmidt paradox32). 
This will be discussed (for the nth time!) in Section 2.13. Let us only note that for any 
initial region consisting of layers of finite thickness, or what amounts to the same, for 
any non-singular initial distribution function, the shrinking process lasts only for a 
finite time, inevitably changing subsequently to a process of extension [along the other 
eigenvector (2.4.13)] and mixing*). This is easy to verify by again tracing the reverse 
process (in time). 

Thus in a stochastic system mixing always takes place asymptotically (t → ±∞) for any 
direction in time! However, on the other hand one can always so choose the initial state 
that the reverse process takes place during any finite interval of time. 

Let us return to the general case, when the value of λ and also the eigenvectors 
change from step to step. The direction of the eigenvectors can be obtained from (2.4.1) 
in the form of the ratio: 

(2.4.14) 

For small K0 (λ ≈ 1 + √K) the eigenvectors can always be orthogonalized and instability 
occurs only for Κ > 0, i.e. roughly speaking for half the phase region. It is easy to see 
that this region corresponds to an unstable equilibrium state. 

For large K0 (λ ≈ Κ) the vectors , generally speaking, are non-orthogonal (for 
Κ < 0). The direction of the vector (extension) is almost constant (δΙ/δθ = 1/Τω') and 
forms a small angle with the axis θ. This shows that the extension, and consequently also 
the development of instability (and mixing), goes mainly along the phase. 

The direction of the vector (contraction) generally speaking varies considerably 
as a result of the dependence of hθθ on θ. This can lead, in principle, to the solution 
entering sometimes into the extension and sometimes into the contraction region, which 
leads to limited oscillations instead of instability. Such a situation may arise when are almost parallel, which corresponds to the phase values of θ near to the stable 
region (hθθ ≈ 0). The size of this region decreases by at least 1/K0. Therefore, when 
K0 » 1 entry into this region will take place rather seldom, so that even if the system 
enters the contraction region it succeeds in going over to the extension region again. 
When K0 » 1 this transition takes place relatively fast (2.4.13) except for an exponen­
tially small region near the vector . It may be considered that frequent entry into the 
latter region is possible only for a very special dynamical system or very special initial 
conditions**). 

Another important question concerns the possibility of capture in stable regions, or 
regions adjoining them, where the vectors are almost parallel. This is not possible 
for an autonomous system by virtue of Poincaré's recurrence theorem, valid for any 

*) This process is essentially development and relaxation of a big fluctuation. A bright 
demonstration of such a process was given by Orban and Bellemans (see Ref. 180). 

**) This question will be more closely studied in Section 2.8. 
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Hamiltonian system with limited motion. For a non-autonomous system, which we are now 
investigating, in principle capture is possible under microtron conditions with unlimited 
energy variation. However, the size of the region of the initial conditions corresponding 
to such capture is always small, since according to Liouville's theorem it cannot exceed 
the size of the stable region [~ εK0-3 (2.4.10) and (2.4.11)]. 

Thus we reach the conclusion that when K0 » 1 our model system is locally unstable 
almost everywhere. The term "almost" signifies here the exclusion of a region that is 
small but of finite measure, in contrast to the ergodic theory, where it relates to sets 
of zero measure. This "negligible" difference unfortunately prevents the rigorous appli­
cation of the latest results of the ergodic theory17,31) to the problem under consideration. 
Systems of type (2.1.14) are an exception, since they have no stable regions, because of 
the special dependence K(θ). 

For model (2.1.14) with its constant λ, the basic theorems17,31) lead directly 
to the conclusion of stochastic motion, provided the parameter Κ lies in the unstable 
region. In fact, the demonstration of stochasticity can be extended also to the more 
general case of the variable λ, , with, however, the necessary condition that Κ(θ) 
lies entirely (for all θ) outside the stable interval (2.4.7). This was recently shown 
by Oseledets and Sinai150) (see Section 2.8). The proof was based on the existence of an 
asymptotic transverse flux (see above). However, the direction of the asymptotes now dis­
agrees, generally speaking, with the local direction of the eigenvectors [compare 
(2.4.13)]. 

Since Κ(θ) is a periodic function, the absence of stable regions necessary for the 
proof of stochasticity is possible only in the case of discontinuity of Κ(θ) or its deriva­
tive. If this condition is not fulfilled then, according to Sinai's paper17), in order to 
prove stochasticity an independent proof of ergodicity is required, or at least the exis­
tence of an ergodic component. Thus in the general case the question of the stochasticity 
of the basic model is still open in the sense of rigorous mathematical proof. 

Another difficulty in using the results of the ergodic theory lies in the different 
formulation of the problem. Generally, mixing is considered in the whole region accessible 
for the dynamical system (for instance on the full energy surface for autonomous systems). 
The result of such mixing from the point of view of statistical description is a steady 
(statistical) state. In this paper, however, we wish to go further, and in particular 
to obtain the kinetic equation enabling us to trace the evolution of the statistical state 
of the system (Section 2.10). For this it is necessary to split the motion into "fast", 
which represents the mixing process, and "slow", described by the kinetic equation. For 
our model system the motion is fast in the phase θ. Accordingly, we need the mixing only 
in phase. 

Let us show how the latter difficulty can be overcome by means of a new model, which 
will be called elementary. We will base ourselves on model (2.1.15), in which we replace 
cos 2πψ by arbitrary function f(ψ). Further, let us multiply the first equation of 
(2.1.15) by Τ/2π and introduce a new variable: 

(2.4.15) 
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The idea of this variable is that the variation ωn interests us only in so far as it leads 
to the variation of the phase ψn. As a result we obtain a new transformation, describing 
the elementary model: 

(2.4.16) 

with a single parameter 

(2.4.17) 

The essential difference between the new and the old model is that both the variables (φ,ψ) 
are now periodic, the phase plane is limited (system in a square or on a torus) and for 
k 1 all the φ region, as well as the ψ region is passed through in one step, i.e. one 
can consider the classical problem of mixing in the whole accessible region of the phase 
space of the system. 

Model (2.4.16) is the most simple non-trivial model of stochasticity in a Hamiltonian 
system. With its aid it is possible to go more or less straight over to the real physical 
problems. Therefore in the next paragraphs the behaviour of the elementary model will be 
thoroughly studied analytically (Sections 2.7 and 2.8) and by means of numerical experi­
ments (Chapter 3). 

Turning to the question of the K-entropy of the Hamiltonian system, let us first con­
sider again the simplest case (2.1.14). Since K-entropy (2.3.14) is asymptotic (in time) 
like all the other quantities of the ergodic theory, only the asymptotic behaviour of the 
transverse flux is essential, i.e. actually, only its asymptote with extension, towards 
which all the other trajectories tend when t → ∞. For model (2.1.14) according to (2.4.13) 
the asymptote is characterized by constant extension with a coefficient λ+, where the index 
+ shows that the eigenvalue is chosen > 1, corresponding to the extension. The asymptotic 
motion, in this case, thus coincides with the motion of the model of Section 2.3 and this 
means that the K-entropy will also be the same as (2.3.10): 

(2.4.18) 

In the general case of the variable λ, , the K-entropy depends on the extension 
coefficient on the asymptote of the transverse flux λ+a. This coefficient, generally 
speaking, will be variable, since the position of the asymptote in relation to the vectors 

, changes. According to Sinai17) the entropy is equal in this case to 

(2.4.19) 

where the averaging is done either along the trajectory of the system, or by virtue of the 
ergodicity over the phase space, or to be more precise, over the ergodic component in the 
presence of stable regions. 
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For our basic model (2.1.11) the expression for the K-entropy can be simplified when 
K0 » 1. According to (2.4.6) in this case: 

(2.4.20) 

Further, let us note that λ+a differs from λ+ only by the factor depending on the angles 
between the direction of the asymptote and the vectors . From (2.4.19) in this case 
we obtain: 

(2.4.21) 

where C is a constant ~ 1, depending on the specific form of the system. The latter ex­
pression becomes valid when ln K0 » 1. More accurate estimates of the K-entropy for some 
cases will be given in Section 3.4. 
2.5 The border of stochasticity 

In the previous paragraphs we have thoroughly discussed two limiting cases of very 
small (as compared to unity) and very large values of the parameter of stochasticity K0. 
With some reservations, in the first case the motion is stable and in the second it is 
stochastic. The question of the position of the border of stochasticity separating the 
two cases naturally arises. In other words, it is a question of deciding under what con­
ditions stochasticity arises in the system, or, on the contrary, the motion becomes stable. 

Let us point out that stochasticity is the most dangerous instability of a non-linear 
oscillator. In fact, stochasticity means a diffusion process which makes the energy of 
the oscillations change, roughly speaking √t (see Section 2.10). The proportionality 
factor is in a sense maximal for a given perturbation (Section 2.12). The only faster 
process is linear resonance, in which the energy varies proportionally to t. However, for 
a non-linear oscillator such resonance is not possible, because the frequency of the 
oscillations changes with the energy. Microtron regimes, considered in the previous para­
graph, are an exception, in which also the energy may vary t. But such regimes require 
very special initial conditions, at least when K0 » 1. But stochasticity takes place in 
a wide parameter region (K0 1). Hence, the border of stochasticity is at the same time 
a criterion for the occurrence of the most dangerous instability of non-linear oscillations. 

It is not usual in ergodic theory to formulate the problems of the border of stochas­
ticity. Although there is also in the theory the term "ergodic component" referring to the 
situation concerned, the approach generally adopted is to ask whether the system under con­
sideration is stochastic. In our case, namely for systems of the non-linear oscillator 
type (1.1.1), the approach should be different and we should ask what the stochasticity 
region of the system concerned is like. We are first of all concerned with a region of 
values of the parameters of the system, such as the parameters of perturbation ε, non-linearity 
α (Section 1.3), etc. The border of stochasticity defines the critical values 
of these parameters, corresponding to the transition from the stable to the stochastic 
region. If these parameters are constants, i.e. do not depend on dynamic variables, the 
problem can be formulated in the classical way: is the system stochastic (in all the 
phase space accessible to it) for given values of the parameters? 
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Let us note that for an autonomous system it is sufficient to require the parameters 
to be constant on the energy surface, and the energy of the system can also be considered 
as one of the parameters. 

In the general case the parameters determining the border of stochasticity or, as we 
shall say for the sake of brevity, the parameters of stochasticity, depend also on the 
dynamical variables. For instance, the parameter Κ depends on the phase (2.4.3). This 
means that the border of stochasticity divides up the phase space of the system. For 
autonomous systems this implies the dividing up of the energy surface, but for the sake 
of brevity we shall simply speak of systems with divided phase space. 

In the example given above (2.4.3) the stable regions are small when K0 » 1, and in 
a certain sense they can simply be ignored. However, cases are possible (see for example 
Section 4.1) in which the border of stochasticity divides up the phase space into regions 
of the same order of magnitude, so that neither of them can be neglected. This situation 
is similar to the action of some weak additional conservation law; unlike the standard 
one it does not single out a subspace of smaller dimension, but part of the phase space of 
the same dimension. From the physical point of view it seems completely unsound to renounce 
a statistical description in such cases. Consequently the problem arises of extending the 
ergodic theory to systems with divided phase space. The difficulties of this problem can 
be seen from the following rather plausible hypothesis of Sinai*): for systems of the type 
concerned the stable regions of the phase space form an everywhere dense set, which as it 
were penetrates (saturates) the ergodic component. Thus in a rigorous formulation of the 
problem the shape and even the topology of the border of stochasticity can be very complex. 
From the physical point of view, however, such impregnations of the ergodic component by 
the stable region are not of essential significance, provided that their dimensions and 
over-all volume are sufficiently small. Therefore, the border of stochasticity can be de­
fined (of necessity approximately) as some intermediate zone of the phase space having a 
finite thickness, approximately separating the region of quasi-stability, namely stability 
for the majority of the initial conditions, from the region of quasi-stochasticity. Such 
a border can probably also be introduced in a rigorous mathematical way, i.e. with all the 
necessary conditions and reservations. An example of quasi-stability is discussed in 
Section 2.2. This is so-called "Kolmogorov stability", with the region being penetrated 
throughout by an everywhere dense system of unstable domains of small but finite measure 
(see Ref. 35); the structure of this region will be discussed more completely in Sections 
2.6 and 2.7. The term "quasi" here again signifies the exclusion of regions of small but 
finite measure in contrast to the classical ergodic theory. 

Returning to the basic model (2.1.11), it can be asserted that the border of stochas­
ticity lies somewhere in the neighbourhood 

k0 ~ 1 (2.5.1) 

*) For a more thorough discussion of this hypothesis, see Section 2.8. 
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This border, obtained for transformation (2.1.11) corresponds in order of magnitude to the 
criterion of stochasticity (2.1.4) for the differential equations of motion, i.e. for con­
tinuous time. Indeed, according to (2.4.8), when K0 1 the quantity Ω2Φ ~ K0/T2; on the 
other hand it is clear that Δ ~ 1/T, whence: 

(2.5.2) 

Thus the criterion of stochasticity (2.1.4) is confirmed for the special case of model 
(2.1.11). It will be extended to the general case of the original model (1.1.1) in the next 
section. 

The physical border of stochasticity, defined above, in fact represents an intermediate 
zone of highly complex structure, as was thoroughly described above. According to the 
initial conditions, very different kinds of motion are possible in it: stable limited 
oscillations (Section 2.2), isolated ergodic components unconnected, generally speaking, 
with the main quasi-stochastic region (Section 2.6), and even systematic variations of the 
energy of the oscillations similar to linear resonance (microtron regimes, Section 2.4). 
The intermediate zone penetrates deeply on both sides, into the stochastic region in the 
form of narrow stable regions (Section 2.8) and into the region of Kolmogorov stability in 
the form of thin stochastic layers (Section 2.6). Nevertheless, it can be asserted that 
estimate (2.5.1) defines some real physical border, the border of strong stochastic in­
stability of non-linear oscillations. 

This is the main conclusion of this paper. It is completely confirmed by numerical 
experiments, i.e. by numerical integration of the equations of motion of very different 
systems (Chapters 3 and 4). 
2.6 The stochastic layer in the vicinity of the separatrix 

This section will be devoted to a closer study of the structure of the region of 
Kolmogorov stability (Section 2.2) and at the same time to extending the criterion of 
stochasticity for the basic model (2.5.1) to the general case of overlapping of the reso­
nances. As noted above, the KAM theory (Section 2.2) establishes the stability only of 
"good" invariant tori. A "good" torus means one that is non-resonant and located "far 
away" from all "bad", i.e. resonant*) tori. The term "far away" may be bewildering, since 
the system of resonant tori, generally speaking, forms an everywhere dense set throughout 
the phase space. The answer is that the term "far away" relates to the width of the reso­
nance. The fundamental result of the KAM theory is precisely just that, roughly speaking, 
it shows that the total width of all the resonances becomes arbitrarily small when the 
perturbation is sufficiently small. 

Although the KAM theory does not deal with the behaviour of the system in the vicinity 
of the resonant tori (it simply excludes these regions), it enables us to conclude that the 
motion in these regions is unstable. This conclusion can be drawn by comparing its results 
with Poincaré's theorem36) **). The latter maintains that under very general conditions†) 

*) With the resonance relation of the oscillation frequencies: Σknkωk « 0, nk are integers 
(see Section 2.12). 
**) See also Ref. 49 (Chapter 14, Section 2). 
†) For example, systems with separable variables are an exception. 
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a Hamiltonian system has no other analytical integrals of notion but the energy (or more 
precisely all the additive integrals: energy, momentum and angular momentum). Comparison 
shows that non-analytical (in the dynamical variables) integrals of motion may exist, which 
are destroyed in the vicinity of the resonant tori. 

This conclusion may appear strange, since we saw (Sections 1.4 and 2.2) that just near 
the resonance there are stable phase oscillations. In fact, the region near the resonance 
can be studied by means of the same KAM theory*), applying it to the phase oscillation 
equations. It turns out that a large part of this region is stable. Then where are the 
unstable regions? Poincaré already noted**) that a likely place was the neighbourhood of 
the separatrix (Section 1.4). Apparently the first detailed investigation of the neigh­
bourhood of the separatrix was made by Mel'nikov37) who, however, was not able to estimate 
the width of the unstable region. Such an estimate was made for the first time for a 
special dynamical system by Zaslavsky, Sagdeev and Filonenko38). 

Below, an estimate is given of the width of the stochastic layer in the vicinity of 
a non-linear resonance separatrix under very general conditions. In fact, the only 
essential condition is that the separatrix must pass through the hyperbolic fixed point, 
i.e. the point of unstable equilibrium, at which both the velocity and the acceleration 
vanish. This condition can be violated only for a singular phase oscillation potential 
U(ψ). When the above condition is fulfilled, the frequency of the phase oscillations 
Ω → 0 as it approaches the separatrix, and the oscillations become anharmonic and non­
linear. In particular, the velocity of the motion during a great part of the period is 
near to zero (the system is almost motionless near the point of unstable equilibrium) and 
substantially increases only in an interval of time ~ Ω-1Φ, where ΩΦ is the frequency of 
the small phase oscillations. This means that the effective action of the perturbation on 
such oscillations will also be limited by the interval ~ Ω-1Φ and consequently when Ω → 0 
the perturbation may be represented as a δ-function. Thus the oscillations near the 
separatrix are described by our basic model (2.1.11), with the sole difference that it is 
now necessary to take the variable half-period of the oscillations π/Ω as one step of the 
transformation. This means that we can directly use the criterion of stochasticity 
(2.5.1) or, more conveniently, its equivalent (2.1.4). 

Let us assume that the perturbation is characterized by a force µfω with a frequency 
ω. The system of resonances will now be determined by the spectrum of the oscillations 
themselves. This contains frequencies kΩ and has the form of a δ-function's spectrum up 
to frequencies ~ ΩΦ, and then decreases exponentially†). This follows directly from the 
uncertainty relation for frequency and time: Δω · Δt ~ 1. The amplitude of the velocity 
harmonics can most easily be estimated from the normalization condition (Parseval's 
equation): 

(2.6.1) 

*) With some modification77,78,176). 
**) Ref. 36, see also footnote on p. 179 of Arnold's review20). 
†) For analytical U(ψ), see, for example, Ref. 20. 
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where vΦ is the maximum value of the velocity and is approximately constant in the vicinity 
of the separatrix; the parameter c0 ~ 1 depends on the form of the separatrix: for 
example, for a harmonic potential (1.3.16) we have: 

(see Ref. 21) 

Let us first consider the case when the perturbation frequency lies in the main part 
of the spectrum (2.6.1), i.e. ω ~ QΦ. The resonance condition has the form: 

(2.6.2) 

The essential difference between this system of resonances and that considered earlier, 
for example, for the basic model (2.1.11) is that now the distance between the frequencies 
of the spectrum (Ω) is not equal to the distance between the resonant values of the 
frequency (Δ = Ωk - Ωk-1, ≈ dΩ/dk), which enters into the criterion of stochasticity and 
which as usual we will call the distance between resonances [see (2.1.2)]. The latter is 
considerably smaller: 

(2.6.3) 

It remains for us to consider the second order phase oscillations, which arise owing 
to the action of the perturbation µfω on the main phase oscillations (of first order), and 
to estimate the size of their separatrix. The most simple is to use relation (1.4.3), 
where εU0 is now ~ µfωkvk/Ω, which follows from the definition of U (1.3.4) and from the 
fact that the perturbation of the Hamiltonian in our case is equal to: H1k ~ µfωνk/Ω. As 
a result we obtain an estimate of the border of stochasticity (Ω ~ ΩΦ ~ ω): 

(2.6.4) 

where the derivative Ω' is taken with respect to the action. It can be seen that there is 
always a stochastic region near the separatrix, since Ω → 0, and Ω' → ∞ (see below). This 
region is situated practically symmetrically on both sides of the separatrix, since by 
virtue of the periodicity of the potential U(ψ) the "external" and "internal" phase oscilla­
tions are almost identical near the separatrix. By virtue of the aforementioned approximate 
symmetry, the second order resonances lie not only inside the first order resonances, i.e. 
inside their separatrix, but also outside it, in the immediate vicinity of the resonance. 
For the sake of brevity we will henceforth keep to the term "inside" when referring to the 
above situation. Similarly, the third order resonances lie inside the second order resonances 
and so on. We thus obtain a hierarchy of resonances, also described by Greene47). 

The formation of a stochastic layer in the vicinity of the separatrix is thus due to 
the overlapping of second order resonances, although the parameters of only first order 
resonances appear in the final equations (2.6.12) to (2.6.17). The parameters of resonances 
of higher orders may prove to be important when calculating the diffusion rate (see Section 
2.10). 
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In order to obtain a more definite estimate let us make the natural assumption that 
the potential energy of the phase oscillations near the hyperbolic point (ψ = 0) has the 
form U(ψ) = - πΩ2

1ψ2/2, where m is a mass, and Ω1 is a constant representing the inverse 
time of the exponential drift of the system away from the point of unstable equilibrium. 
It is easy to obtain the asymptotic expression (W → 0 ) : Ω ≈ πΩ1/ln|Α/W]*). It is con­
venient to choose the constant A so that Ω(WΦ) = ΩΦ: 

(2.6.5) 

Here W is the energy of the oscillations near the separatrix, and WΦ is the energy of the 
small oscillations, and both energies are measured from the separatrix. For the non-
linearity of the oscillations we find: 

(2.6.6) 

Let us now fix the small perturbation parameter μ so that fωνΦ ~ ΩΦWΦ**). This means 
that when μ ~ 1 the energy of the oscillations changes considerably after one period 
(Ω ~ Ω Φ ) . Inserting expression (2.6.6) in (2.6.4) we obtain the following estimate of the 
width of the stochastic layer along the separatrix in units of phase oscillation frequency 
(μ « 1)†) 

(2.6.7) 

Here we have preserved the sign for approximate equality (instead of the one for a rough 
estimate), since the indeterminate factor (~ 1) in the criterion of stochasticity (2.6.4) 
is found in (2.6.7) under the logarithm. 

It is more natural perhaps to take the energy width of the stochastic layer which is 
equal to (2.6.7): 

(2.6.8) 

The width of the stochastic layer in units of the action I is also of the same order. Here 
we neglect the disparity of the frequencies Ω ~ Ωø ~ Ω1 ~ ω. For the case when ω « Ωø  
see below. 

*) We assume that there are two identical hyperbolic points. In the opposite case one 
should put: 1/Ω1 → (1/Ω1 + 1/Ω2)/2; the non-hyperbolic stop point corresponds to 
Ω2 = ∞. 

**) Here and below we assume that the amplitude of the phase oscillations ψ0 ~ 1. 
†) A comparison with Ref. 38 and with the results of the numerical computation is given 

in Section 4.2. 
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It is clear that the estimates obtained remain valid for any oscillator having a 
separatrix. Now, however, we are interested in the non-linear resonance separatrix, for 
which we can even further specify the above-mentioned estimates. 

If there is a single resonance, the only perturbation will be the non-resonant 
harmonic (Section 1.3) with a frequency of ω ~ ΩΦ/√ε (Section 1.4). This frequency lies 
far away in the "tail" of the spectrum (2.6.1) and therefore there appears in (2.6.4) an 
additional factor ~ e-c/√ε (c ~ 1 ) , which can be included in the parameter µ, by putting: 

(2.6.9) 

The pre-exponential factor here is ~ 1, since the parameter is determined by means of (see 
above): μ ~ fωνΦ/ΩΦWΦ ~ fω/Ω2Φ ~ 1; fω ~ ε; ΩΦ~ √ε. A s a result we obtain the following 
estimate of the size of the stochastic layer caused, if one may so express it, by a self-perturbation, 
i.e. by the same perturbation that is responsible for the formation of the 
separatrix (ε « 1): 

(2.6.10) 

expressed in terms of frequency or: 

(2.6.11) 
expressed in terms of energy. 

This width is very small and agrees in order of magnitude with the splitting up of 
the separatrix (far away from the hyperbolic points) obtained by Mel'nikov37) (see also 
Ref. 21). Hence it follows that the tongues of the split-up separatrix, the length of 
which increase infinitely as they approach the hyperbolic point, spread along the unperturbed 
separatrix and the stochastic region splits up into increasingly thin layers. This is a 
typical mixing process, similar in structure to that described in Section 2.4 for the 
elementary model (see Fig. 2.4.1). 

Our result (2.6.11) agrees with Ref. 37 in the sense that it can be concluded from the 
latter that the width of the stochastic layer in any case is not smaller than (2.6.11). From 
our estimates it can be concluded that it is also not greater. 

Let us now turn to the more interesting case when there are several resonances. First 
let the system of resonances be determined by the perturbation, the spacing Δω between reso­
nances and their width being of the same order. From the general expansion (1.3.2) it can 
be seen that the nearest non-resonant perturbation in this case has a frequency ω1 = Δω. 
Since in estimate (2.6.11) √ε ~ ΩΦ/ω, we now obtain a new estimate ("see (2.6.1)"]: 

(2.6.12) 
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But the stochasticity criterion (2.1.4) follows directly from this. It is essential, how­
ever, to have two different criteria. The estimate (2.6.12) shows that when the condition 
ΩΦ ~ ω1 is fulfilled the resonant region is almost completely destroyed, both inside and 
outside the separatrix, i.e. the width of the stochastic layer becomes of the order of the 
width of the resonance. The criterion (2.1.4) characterizes the overlapping of neighbouring 
resonances. When both criteria are simultaneously fulfilled this ensures the formation of 
a wide stochastic region, determined by all the resonances. 

Now let the system of resonances be determined by the oscillator itself as in the 
motion near the separatrix which has just been considered. Taking into account that 
ω1 = Ω (1.3.2); Δ ≈ Ω/k (2.6.3) and (Δω)Η ~ ΩΦ/k [(2.1.2), Section 1.4], we find that 
both criteria [(2.1.4) and (2.6.12)3 again agree: (Δω)H/Δ ~ ΩΦ/ω1. 

The two limiting cases considered above are characterized by the presence of a single 
perturbation or oscillation harmonic. It is clear that in itself a harmonic (sinusoidal) 
form is within some limits unimportant (for further detail see Sections 2.7 and 2.8). What 
is important is the structure of the resonance spectrum, which in both cases can be called 
locally equidistant. The essential property of this structure is the finite (non-zero) 
distance between resonances. The general case of a discrete spectrum of resonances that 
is everywhere dense will be considered in the next section. 

Thus, on the basis of the properties of the special model (2.1.11), we validated the 
stochasticity criterion (2.1.4) for a system with a locally equidistant spectrum of reso­
nances. The most simple case of such a spectrum is a pair of resonances of the same order 
of width. According to the criterion (2.6.12) this is already sufficient for obtaining 
the stochastic layer inside the resonant region, i.e. of a width of ~ √ε. 

Now we can estimate the relative fraction (δ) of the stochastic component in the 
region of Kolmogorov stability. Since (2.6.12) gives the width of the stochastic layer in 
relation to the width of the resonance, in order to obtain the required estimate it is 
sufficient to multiply (2.6.12) by s = (Δω)H/Δ; in both the limiting cases considered 
above we obtain: 

(2.6.13) 

where the stochasticity parameter (2.1.2) s < 1 in the region of Kolmogorov stability. 
Let us have a closer look at the simplest case of two resonances, mentioned above. 

Let us first of all ascertain how the mutual destruction of the resonances changes if their 
width is substantially different. The perturbation parameter μ will in this case contain 
an additional factor (see p. 52) fp/fq ~ (Ωp/Ωq)2, where the index p relates to the des­
troying resonance and the index q to the one that is destroyed. The frequency of the 
phase oscillations in estimate (2.6.12) characterizes the destroyed resonance: ΩΦ → Ωq. 
and the minimum perturbation frequency 

*) This conclusion was recently verified by means of a numerical experiment48) and by 
"real" experiments181). 
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(2.6.14) 

on the border of overlapping. The special case when a weaker resonance is entirely inside 
a stronger one, so that ω1 is substantially less than (2.6.14), will be considered below. 
Estimate (2.6.12) now takes the form: 

(2.6.15) 

Taking into account (2.6.14) it will be seen that the most stable is the weak resonance, 
for which the (absolute) width of the stochastic layer is exponentially small: 
Ωq · δw ~ (Ω2p/Ωq) · e - c Ω p / q ; Ωp » Ωq, while for the strong resonance (Ωp « Ω q ) : 
(Ωqδw) ~ Ω2p/Ωq. It is essential however, for the destruction of the strong resonance 
also to be only negligible*). Therefore, in the case under consideration the relative 
fraction of the stochastic component proves to be small (~ Ωp/Ωq) even under conditions 
when the resonances overlap. Nevertheless, owing to the overlapping of the stochastic 
layers of neighbouring resonances some diffusion from one resonance to another is possible, 
although its rate may be very small (Sections 2.7 and 3.3). 

This example shows the difference between the two criteria of stochasticity particu­
larly clearly: the criterion of the overlapping of the resonances (2.1.4), which determines 
the possibility of some diffusion for part of the initial conditions, and the criterion of the 
destruction of the resonances (2.6.15), which determines the formation of a continuous or, 
more precisely, almost continuous (Section 2.8) stochastic region with a maximum diffusion 
rate (Section 2.10). 

Now let a few neighbouring resonances almost coincide: ω1 « Ωp ~ 0q. Then we can 
consider them as one resonance with slowly changing parameters: U(ψ,λ) and the characteris­
tic time of variation of λ is ~ 1/ω1. The effectiveness of such perturbation is determined 
by the accuracy of conservation of the adiabatic invariant. The latter always breaks down 
near the separatrix where the phase oscillation frequency passes through zero. The width 
of the stochastic layer in this case may be shown183) to be of the order 

δW ~ 
ω1 . δW ~ Ωq 

. (2.6.16) 

We shall call the formation of a single resonance from a group of almost coincident 
resonances renormalization of the resonances. It is seen from (2.6.16) that a continuous 
limit transition takes place when ω1 → 0. Stochastic destruction of a narrow group of 
resonances as a function of the perturbation reaches the maximum (full destruction) when 
s ~ 1 * * ) . At the same time, when there is strong overlapping of a wide group of reso­
nances (much wider than the renormalized resonance) a system of renormalized resonances 
forms, for which the condition: s' ~ 1 is automatically fulfilled. 

*) This effect can be used for stabilization of stochastic instability by an additional 
strong resonance. The stable region appears inside the separatrix of this resonance. 

**) This and other aspects of stochastic destruction of non-linear resonances have been 
investigated in detail experimentally by Kulipanov, Mishnev and Skrinsky181). 
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The application of the simple estimates of the width of the stochastic layer obtained 
above [(2.6.12), (2.6.13), and (2.6.15)] requires some caution. In fact they are based on 
estimates for µ of the type of (2.6.9), which takes into account only the frequency spectrum 
of the perturbation. This is certainly true if there is only one perturbation harmonic (two 
resonances). In the case of several harmonics it is necessary to take into account their 
phase relations which, in particular, may considerably reduce the value of µ as compared to 
the above-mentioned estimates. The simplest example is the basic model (2.1.11) when Τ → ∞. 
In spite of the strong overlapping of the resonances in this case (s » 1) the motion will 
be stable during each of the intervals Τ between kicks. This occurs precisely owing to the 
special phase relation of the resonances. A more complex example of the effect of phase 
relations will be considered in Section 2.9. 
2.7 Full set of resonances 

So far we have considered the interaction of an approximately equidistant set of reso­
nances, formed owing to the anharmonicity of either the perturbation alone (basic model) or 
the oscillations themselves (separatrix, Section 2.6). In both cases the stochasticity 
criterion had a fully defined sense, since the mean distance between resonances Δ remained 
finite (2.1.2). 

In the general case a complete set of resonances is dense in frequency, so that 
formally Δ = 0. Physically it is clear that the amplitudes of the high harmonics, generally 
speaking, rapidly decrease with the increase of the harmonic number (for an analytical func­
tion -- exponentially). Therefore a finite number of harmonics actually works and this 
means also a finite number of resonances. The more accurate result is that the total width 
of all the resonances is finite and small (for sufficiently small perturbation). As already 
noted above, this is also the main result of the KAM theory. However, the technical dif­
ficulties of constructing convergent series in this theory lead to excessive requirements 
for smoothness of the functions entering into the equations of motion (smoothness of force, 
as we shall say from now on for the sake of brevity). Originally the analyticity of the 
force was even assumed19,20), although it was perfectly clear that this was simply a 
technical requirement39). 

Moser has recently developed a technique for "smoothing" non-analytical functions, 
namely approximating them by the sequence of analytical ones28); as a result it turned 
out to be sufficient to require the existence of a number (Lc) of continuous derivatives 
of the force. The minimum value of Lc obtained by Moser is 2 8 ): 

Lc > 2N + 2 (2.7.1) 

where Ν is the number of degrees of freedom of the autonomous Hamiltonian system. For a 
non-autonomous system and also for transformations, there are no estimates; as far as can 
be understood from Ref. 28, in this case one should put: Ν → Ν + 1. Moser's result gives 
essentially the upper (sufficient) limit of smoothness of the force, since it is determined 
by smoothing technique. 

In this paragraph we will try to give some estimates of the lower limit of smoothness 
of the force necessary for Kolmogorov stability. It is assumed that an effective estimate 
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of the stability conditions, taking into account the complete set of resonances, can be given 
in first approximation (see below). Going on ahead, let us say that this assumption is 
made not only to simplify the task, but also on the basis of the result of numerical ex­
periments (see Section 3.3). 

The value of this hypothesis for obtaining practical estimates is evident, it simply 
eliminates the need to calculate higher approximations, not to mention questions of con­
vergence. Let us note that the estimates of this paragraph are not equivalent to the first 
approximation of the KAM theory20), since the size and the other characteristics of the 
resonances are taken into account and not simply excluded. 

We will limit ourselves in the main to the elementary model (2.4.16), which will be 
written in the form: 

(2.7.2) 

where f(ψ) is a certain function ("force") which we will define more precisely later, and 
ε is the small parameter. 

The main resonances, to which we have so far restricted ourselves, lie at ω = r (r is 
an integer) and correspond to the fixed point of transformation (2.7.2). It is not diffi­
cult to see that in the general case the resonance takes place for any rational value of ω: 

(2.7.3) 

Indeed, under this condition the phase ψ changes by exactly r periods after q steps. These 
higher harmonic resonances (q > 1), as they will be called, thus correspond to the periodic 
motion of system (2.7.2) with a period q. 

The resonance condition (2.7.3) becomes especially clear if one changes over from 
transformation (2.7.2) to the differential equations, i.e. to continuous time: 

qω = Ω (2.7.4) 

where Ω is the basic frequency of the perturbation. Then the resonance (r,q) is the reso­
nance of the rth harmonic of the perturbation with the qth harmonic of the oscillations. 

For what follows it is important to understand that the high harmonics occur for two 
completely different reasons. First of all, owing to the anharmonicity of the force as a 
function of the coordinate: 

(2.7.5) 

The resonances thus arising will be called first approximation resonances or higher 
harmonic resonances. Their width is determined by the coefficients fq, which can be 
obtained without any fundamental difficulties. 
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However, there is also another reason for the occurrence of higher resonances, even 
for f(ψ) = sin 2πψ, when fq = 0 (q > 1). This is as follows. The resonant frequencies 
(2.6.4) are obtained from a Fourier expansion in time, whereas only the Fourier expansion 
according to the coordinate (2.6.5) is easy to obtain. But the phase ψ does not vary 
strictly in proportion to time, since the frequency ω in its turn varies under the action 
of the perturbation, particularly under the action of the non-resonant harmonics (Section 
1.3). It is easy to see that modulation frequencies ω + rΩ appear in the first approxima­
tion. This leads to second approximation resonances of the form: 2ω = rΩ, and the ampli­
tude of such resonant terms is ~ ε2. Similarly it can be shown3) that the resonances 
qω = rΩ are defined by terms ~ εq decreasing exponentially with q. This gives grounds for 
hoping that the influence of the higher approximation resonances will be unimportant. 

In reality, however, the question is a highly complex one. A more accurate investi­
gation20) shows that the terms of the qth approximation ~ qln q ** · εq. In the case of a 
non-analytical force with a power-law spectrum of the (2.7.6) type, this may lead to 
divergence for very high harmonics. In fact, however, divergence does not occur, as was 
shown by Moser28). 

It will be assumed that somehow or other the total (actual) width of the resonance 
can be estimated in first approximation. In any event we can rely on thus obtaining the 
lower limit of smoothness of the force necessary for Kolmogorov stability. 

Bearing in mind the comparison with Moser's result28), let us choose as f(ψ) a function 
whose (l + 1)th derivative undergoes discontinuity of the order of unity. It is easy to see 
that the asymptotic (when q » 1) spectrum of such a function is given by the expression: 

(2.7.6) 

Let us consider some resonance (r,q). Ignoring the non-resonant terms the transforma­
tion (2.7.2) near the resonance (r,q) can be written in the form: 

(2.7.7) 

where we changed the variables: ω' = qω; ψ' = qψ. In the first approximation transforma­
tion (2.7.7) has a single resonance (basic, q' = 1), the width of which according to (2.2.4) 
is (Δω')H ~ √ε · q-(l+1)/2 or in the variable ω: 

(2.7.8) 

For a given value of q there are q different resonances, corresponding to r = 1, 2, 
..., q (2.7.3). Simple summation of the width of all the resonances gives: 
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(2.7.9) 

This sura converges if l > 1 * ) . 
However, even in the frame of a first approximation simple summation of the width of 

the resonances is not really justified. The point is that many resonances coincide or 
almost coincide, or rather fall inside one another. The total (renormalized, see Section 
2.6) width of such coincident resonances will, generally speaking, be smaller than the sum 
of the width of the separate resonances. The summation rule (renormalization) depends on 
the phase relations. If all the resonances are "in phase" the (Δω)2q proportional to the 
amplitude of the perturbation harmonic accumulate; for "random" phases it is necessary to 
sum up the (Δω)q. Apparently the latter case is nearer to reality, since the majority of 
resonances do not coincide exactly and the phase relations vary with time. It turns out 
that the convergence of the resonance sum does not depend on the power of renormalization, 
which is denoted by η and left arbitrary for the present (see below). 

Thus we estimate the sum width of all the resonances with q' > q coinciding with one 
of the q resonances, i.e. falling inside the resonant region (Δω)q (2.7.8). It is clear 
that out of q' resonances of the q'th harmonic only q'1 = (Δω)q · q' will coincide, on the 
average, with the resonance q. We have: 

(2.7.10) 

where (Δω)qΣ is the renormalized width. The sum converges if: 

(2.7.11) 

Renormalization is unimportant when ε → 0, q → ∞, if: 

(2.7.12) 

In the case of l < 1, (Δω)qΣ » (Δω)q, so that it is natural when determining q'1 to take 
(Δω)qΣ instead of (Δω)q and ignore the value (Δω)nq in the right-hand side of (2.7.10). We 
obtain: 

(2.7.13) 

*) A similar estimate was obtained in Ref. 46. 
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When summing up expression (2.7.13) for all the resonances, the coincident ones 
should be excluded. For this let us introduce the value G(q) -- the total width of all 
the gaps (in frequency) between the resonances with q' < q. Assuming that the reciprocal 
distribution of gaps and resonances is an uncorrelated ("random") one, we can write the 
equation: 

(2.7.14) 

When ε → 0 the solution takes the form: 

(2.7.15) 

where we put G(1) = 1. Thus the conditions of the overlapping of the resonances are never­
theless determined by the direct sum of (2.7.13) for all the resonances. This converges 
when: 

l > 1 (2.7.16) 

This is also a necessary condition for the existence of Kolmogorov stability or the lower 
limit of the required smoothness of force. Taking into account condition (2.7.12) this 
limit is obtained from the most simple sum of (2.7.9). 

The value of (2.7.16) is considerably smaller than the upper limit (2.7.1) which in 
the present case (N = 2) is: Lc > 6. The numerical experiments seem to testify in favour 
of a lower limit (see Section 3.3). 

Let us investigate the case of l ≤ 1 when the sum in (2.7.15) diverges and G → 0 
when q → ∞. Nevertheless, exponentially small gaps remain for any finite q. There is 
doubt as to whether they really exist, for two reasons. Firstly, for this there must be 
a very sharp edge to the resonant region [the destroyed separatrix (Section 2.6)]. 
According to the KAM theory there exists in fact a border of absolute stability. However, 
in the neighbourhood of this border (on the separatrix side) in the general case there is 
a very complex transitional layer, characterized in particular by very slow development 
of instability (Section 3.3). Secondly, solution (2.7.15) is essentially connected with 
the assumption made above concerning the "randomness" of the gap distribution. This 
assumption is admittedly violated in two cases: if ε ~ 1, so that exponentially small 
gaps appear already when q ~ 1, or if resonances of one harmonic overlap. In the first 
case, the total overlapping of a small number of lower resonances is possible, the condi­
tions of which can easily be obtained (when ε ~ 1) from (2.7.13). In the second case, 
total overlapping is possible with any ε, if q · (Δω)qΣ → ∞ when q → ∞, i.e. if: 

(2.7.16) 



This condition now depends on n, which was taken here as four (see above). Assuming that 
q · (Δω)qΣ ~ 1, the minimum harmonic number that already ensures overlapping and determines 
the diffusion rate can be estimated; we have (n = 4): 

(2.7.17) 

We used the renormalized width of the resonances (2.7.13). From expression (2.7.10) it can 
be seen that this is valid only for sufficiently high harmonics q > qΣ, where 

(2.7.18) 

It is easy to see that indeed q1 > qΣ in the region of applicability (2.7.16) of expression 
(2.7.17). 

Excluding the two special cases considered above, it can nevertheless be expected that 
the gap distribution G(q) will be nearly "random". This is mainly due to the fact that 
asymptotically (q → ∞) the position of the gaps depends essentially on the width of the 
resonances determining the gap, and as a rule these will be resonances of different 
harmonics having a different width. It is essential also for the distribution of the 
resonances (2.7.3) to be asymptotically uniform (see below). 

To sum up, we reach the conclusion that it is apparently not possible completely to 
exclude the existence in the phase plane of gaps for any q, if 

(2.7.19) 

These gaps, in principle, can completely stop diffusion, in spite of the absence of 
Kolmogorov stability. The results of the corresponding numerical experiments and the 
subsequent discussion are given in Section 3.3. 

Let us now verify the criterion of destruction of the resonant region, which in the 
general case of resonances of a different width can be obtained from estimate (2.6.15). 
First of all let us make this estimate a little more accurate, taking into consideration 
the fact that for resonances of different harmonics p and q we have the relation 
fp/fq ~ (q/p) (Ωp/Ωq)2, whence: 

(2.7.20) 

Let us note that when l > -3/2, namely in practice in all cases of interest to us, this 
more accurate expression does not change the character of the estimate (2.6.15). Let us 
recall that the index p relates to the destroying resonance and q to the one destroyed; 
Ωq is the width of the resonance, equal to q · (Δω)q, and as (Δω) it is necessary to use 
expression (2.7.8) or (2.7.13) depending on the value of l. 

From estimate (2.7.20) it can be seen that mutual destruction is possible only for 
resonances of close harmonics as was thoroughly demonstrated in Section 2.6. In particular, 
for the power-law spectrum (2.7.6) the following condition should be fulfilled: 
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(2.7.21) 

When this condition is fulfilled the criterion of mutual destruction of the resonances can 
be written in the form*): 

(2.7.22) 

Here ω is the frequency of the system near the destroyed resonance (r,q), but not 
necessarily exactly equal to r/q, since what interests us is strong destruction of the 
resonance and stochasticity; (k,p) is the destroying resonance complying with condition 
(2.7.21). 

Let us estimate the denominator (2.7.22). The lower estimate may be taken from 
Moser's paper28): 

(2.7.23) 

Noting further that the minimum value of interest to us ω1 = ρω - k1 = {pω}, when p = 1, 
2, ..., forms a sequence which is ergodic for any irrational ω 3 3 ) , w e obtain the upper 
estimate: 

(2.7.24) 

Comparing (2.7.23) and (2.7.24) we see that there is an effective estimate: 

(2.7.25) 

and the numbers of p,q can be chosen close together, if they are large enough; this close­
ness enters into the constant c2 ~ p/|p - q|. 

Fulfilment of the criterion (2.7.22) depends now on the asymptotic behaviour of Ωq 
when q → ∞. For both cases (2.7.8) and (2.7.13) s1 ~ q2 · (Δω)q → ∞, if: 

l < 1 (2.7.26) 

Thus for a complete set of resonances the criterion of destruction of the resonant region 
also agrees in order of magnitude with the criterion of their overlapping, if one does not 
consider the possible formation of the gaps mentioned above. For the criterion (2.7.22) 
such gaps are completely unimportant, since the value of ω1 is determined, roughly speaking, 
by the distance between the centres of the resonances and not between their separatrices. 

The only case in which there is a considerable difference between conditions (2.7.26) 
and (2.7.19) corresponds to l = 1. In this border case the resonances overlap, but the 

*) In accordance with the observation in the previous paragraph (Section 2.7) for the renormalized 
set of resonances s'1 1 always. 
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width of the stochastic layers is exponentially small. Consequently the total area of the 
stochastic component, and also the diffusion rate, are negligibly small when ε → 0. 

Assuming that q2 · (∆ω)qΣ ~ 1, we can find the boundary of destruction of the reso­
nances in q, which, it turns out, coincides with the renormalization boundary qΣ (2.7.18). 
From estimate (2.7.20) it follows that the separatrices of the lower resonances (q < qΣ) 
are negligibly destroyed. Since the total width of the undestroyed resonances (q < qΣ) is 
just ~ 1, the stable regions occupy a considerable part of the phase plane. However, 
they are separated from each other by a thick network of interwoven stochastic layers. The 
scale of the mesh of this network is determined by the mean distance between the destroyed 
resonances and is: 

(2.7.27) 

The estimates obtained in this paragraph are also important for the analytical force 
f(ψ) of a special form with sharp (in the section Δψ « 1) variation of the (l + 1)th 
derivative. In this case the spectrum of f(ψ) is a power-law one (2.7.6) up to qm ~ 1/Δψ. 
When l < 1 the previous stochasticity criterion ε ~ 1 (2.5.1) changes by 

(2.7.28) 

which is obtained from the condition: qΣ ~ qm. 
Let us turn in conclusion to continuous time, i.e. to the differential equations 

instead of the transformation. The amplitude of the resonance harmonic will depend in 
this case not only on q but also on r (2.7.3). Let us put [compare with (2.7.6)]: 

(2.7.29) 

when q,r » 1. The resonance sum (2.7.9) now takes the form: 

(2.7.30) 

Convergence, and hence also Kolmogorov stability, takes place under the condition: 

l >-1; l + lt > - 1 (2.7.31) 
In particular, for analytical dependence on t(l → ∞) the only essential condition is the 
first, which is considerably weaker than the previous one (2.7.16) for the transformation. 
The latter is obtained from the second condition (2.7.31) if one assumes: lt = -2 
(6-function). 
2.8 Quasi-resonances 

Let us now make a more detailed study of the stochastic region. A troublesome 
feature of this region for systems of the type of our basic model (2.1.11), a feature which 
puts in doubt the possibility of "real" stochasticity occurring, is the presence of "islets" 
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of stability, which do not vanish even for values of the stochasticity parameter K0 → ∞ 
(2.5.1). For the reasons given below we shall call these "islets" quasi-resonances. Our 
task, therefore, is to estimate the size and over-all area of these "islets". Let us again 
restrict ourselves to the elementary model (2.4.16): 

(2.8.1) 

which was also used for the numerical experiments (Section 3.5). 
The stable regions are situated near the periodic trajectories of the system. The 

simplest periodic solution of transformation (2.8.1) -- fixed point (period Τ = 1 step) --
can be stable only for special values of k (see below and Section 2.4). However, generally 
speaking, there exists an innumerable set of other periodic solutions with Τ → ∞. More 
precisely Sinai40) showed that a stochastic system has an everywhere dense set of periodic 
trajectories in the phase space. Of course, the measure of this set is equal to zero and 
all the periodic trajectories are unstable. The following estimate follows from Ref. 40: 

(2.8.2) 

where ν(T) is the number of periodic trajectories with a period ≤ T; h is the K-entropy*). 
Our system is not stochastic in the full (classical) sense of this word because of 

the presence of regions of stability around part of the periodic trajectories (2.8.2). 
However, it can be assumed that estimate (2.8.2) does not change essentially, at least if 
the fraction of stable regions is sufficiently small. 

Before proceeding with the estimates, let us explain the stability mechanism near the 
periodic solutions. As was thoroughly described in Section 2.4, for stochasticity the 
existence of a so-called asymptotic transverse flux is required. This means that in the 
vicinity of every point of the phase plane the trajectories of the transverse flux should 
tend asymptotically towards a particular trajectory (asymptote) any segment of which will 
expand exponentially in the process of motion, at least on the average. It is not diffi­
cult to see that the easily proved property of local instability of motion is not sufficient 
to fulfil this condition. Indeed, by virtue of the conservation of the phase volume, the 
transverse transformation is characterized by two eigenvectors (directions), one of which 
corresponds to contraction and the other to extension. A s a result of this, in the space 
of the directions of the transverse flux there are two cones [for a one-dimensional system 
of type (2.8.1) -- two sectors on the phase plane]: the extension cone and the contraction 
cone, depending on the variation of the length of the transverse vector (∆φ,Δψ). In the 
process of motion these cones may overlap, i.e. cross over into each other partly or 

*) When h » 1, expression (2.8.2) also gives the number of periodic trajectories with a 
period of T, as can easily be verified immediately. It should be noted that we changed 
estimate (2.8.2) somewhat as compared to Ref. 40 (T → Τ - 1) in order to obtain the 
right asymptotic form for Τ = 1; h → ∞. 
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completely, which may lead to limited oscillations of the transverse vector instead of 
continuous extension. This may in turn lead to the appearance of stable regions. 

Let us first of all show that for model (2.8.1) the contraction and extension cones 
do not overlap in the special case when there are no stable regions. This condition can 
be written in the form: 

(2.8.3) 

Now, even the minimum value of the stochasticity parameter K1 = |k · fmin'| > kc increases 
infinitely with k. 

Using expression (2.4.14) we find for the direction of the eigenvectors (see 
Fig. 2.8.1): 

(2.8.4) 

Fig. 2.8.1: Structure of transversal transformation for elementary 
model (2.8.1) in the absence of stable regions (2.8.3): θ± indicate 
the direction of extension and contraction eigenvectors; β, β re­
present the border between contraction and extension cones (sectors) 
before and after transformation, respectively. 
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where the eigenvalues λ± are determined by formula (2.4.6). When K1 » 1 the direction of 
the vector is confined to the sector π/4 ± 2/K1, and that of the vectOT to the sector: 
π/2 ± 1/Κ1. For what follows the minimum value of the angle between which is 
obviously: αmin = π/4 - 3/K1, is important. 

On the other hand, it is not difficult to show that under the assumed condition that 
Κ1 » 1 the border between the contraction and extension cones, i.e. the direction for which 
the length of the transverse vector does not change, is at an angle β ≤ 1/√Κ1 to the con­
traction axis. Under transformation, the border transverse vector swings round (without 
any change of length) towards the axis of extension and makes an angle of β' ≤ 1/√Κ1 with 
it (see Fig. 2.8.1). The minimum angular distance between the latter direction and the new 
border is: 

(2.8.5) 

This is, of course, also the condition that the cones shall not overlap in the process of 
motion. This means that no transverse trajectory in the extension cone can ever enter the 
contraction cone. It follows that the transverse flux is asymptotic, and the motion of the 
system stochastic (Section 2.4). 

The stochasticity criterion using the condition of overlapping of the cones, was 
formulated and applied to model (2.1.14) by Oseledets and Sinai (see also Refs. 42, 150). 

Let us now investigate the influence of the regions of stability, not imposing any 
further limitation (2.8.3) on the function f(ψ). In this case part of the periodic solu­
tions of (2.8.2) may be stable, which leads to the formation of regions ("islets") of 
stability in the phase plane, i.e. to the appearance of a non-ergodic component. 

Let us first consider the special values of the parameter k for the elementary model 
(2.8.1). We shall limit ourselves to the case of Τ = 1 (fixed point) which leads to the 
largest islets of stability. 

For the fixed point of transformation (2.8.1) we have: 

(2.8.6) 

where r is any integer. The fixed point is stable when (Section 2.4): 

(2.8.7) 

The special values of k are determined from the compatibility [(2.8.6) and (2.8.7)]. This 
condition is fulfilled within the interval 

(2.8.8) 

around the value k, which corresponds to the centre of the stable region (2.8.7) and is: 

(2.8.9) 
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The phase area of the stable region is: 

(2.8.10) 

It is essential for any dimension of this region to be arbitrarily small when k » 1. 
Let us note that on turning to the basic model (2.1.11) an additional factor 

∆I/∆φ = 1/Τω' = ε/k appears, so that the area of the non-ergodic component becomes even 
smaller (see Section 2.4): 

(2.8.11) 

Let us now go over to arbitrary values of k. Supposing that: 

(2.8.12) 

is the probability of entering the stable phase region (2.8.7); here it is assumed that 
there are two stable regions with identical values of f". Let us further assume that for 
T, k » 1 the periodic trajectories are "randomly" situated in the phase plane. This 
assumption is very important for us, since in the opposite case it is very difficult to 
obtain any quantitative estimates. It is confirmed intuitively because we are considering 
an almost stochastic system. 

Further reasons in favour of the above assumption can be found by considering the 
mechanism of the formation of a large number (2.8.2) of periodic trajectories. When k « 1 
the set of first order resonances forms a set of periodic solutions ν(T) ~ Τ2 (according to 
a number of resonances φ = r/q; q ≤ T). With regard to the periodic solutions connected 
with higher order resonances (see Section 2.6), they lie inside the first order resonances. 
It is therefore possible not to take them into account up to the border of stochasticity. 
In particular, the stochasticity criterion is determined by the first order resonances only. 
If k » 1, the resonances of different orders intermix and spread more or less uniformly 
over the phase plane. 

Several mechanisms of formation of stable periodic trajectories in a stochastic region are possible. The most simple (we shall call it the first) corresponds to the case when all the Τ of the points of the trajectory are in the stable phase region (2.8.7). The probability of this is ωT0 and the number of such trajectories is (2.8.2): 

(2.8.13) 

This estimate is very sensitive to the value of the parameter γ = ω0eh. For a "force" 
f(ψ) = 1/2π sin 2πψ (2.1.15), for instance, γ = 2/π < 1. However, it is easy to construct 
f(ψ) so that γ > 1 (see Sections 3.2 and 3.5). At first glance it may appear that in the 
latter case the fraction of stable regions will be rather considerable, since expression 
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(2.8.13) diverges when Τ → ∞. However, experimentation shows that this is not the case; 
moreover, it turns out that for large γ the fraction of stable regions is even reduced 
(Section 3.5). 

Two effects may produce this result which appears strange at first glance. One of 
them, apparently secondary, is the fact that estimate (2.8.13) is in reality the upper 
boundary. This is due to the fact that the periodic trajectory of the transformation, all 
the points of which are elliptical, is not necessarily stable. Possible instability is ex­
plained by the, generally speaking, variable frequency of the phase oscillations around 
the periodic trajectory, which may lead to parametric resonance. 

The main effect is probably that when γ > 1, considerable overlapping of the stable 
regions takes place precisely because of the divergence of expression (2.8.13). But in 
this case we can apply the general criterion of stochasticity according to the overlapping 
of the resonances (Section 2.1). Indeed, the resonant region of a non-linear system signi­
fies, essentially, a stable region of quasi-periodic motion in the vicinity of the periodic 
trajectory. The meaning of the overlapping of resonances as a stochasticity criterion in 
this connection is as follows. First of all, when the resonances overlap the trajectory of 
motion can cross over from one resonant region to another, i.e. it is no longer localized 
in the vicinity of the original periodic solution. This feature is also conserved in the 
case of the overlapping of quasi-resonances, as we shall call the stable regions when 
k » 1. 

On the other hand, the interaction of neighbouring resonances leads to the formation 
of a stochastic layer in the vicinity of the resonant separatrix, the width of which in­
creases as the resonances converge and covers the whole of the resonant region at the 
moment of overlapping (Section 2.6). Something similar also probably takes place for quasi-resonances, 
although at present it is not clear what is the exact form of the second criterion 
of stochasticity (2.6.12) and, in particular, what the quantity ω1 corresponds to in the 
case of quasi-resonances. A peculiarity of quasi-resonances is that the stochastic compo­
nent is located among them, and not the invariant Kolmogorov tori as in the case of ordinary 
resonances. This, of course, facilitates the destruction of quasi-resonances. 

Another stability mechanism (the formation of quasi-resonances) is connected with the 
alternating entry of the transverse vector (Δφ,Δψ) into the extension and contraction cones. 
Let us recall that the stable case corresponds to the swinging round of the transverse 
vector and the unstable (stochastic) one to its extension or contraction. 

As shown above, the extension and contraction cones of the elementary model (2.8.1) 
do not overlap as long as the trajectory of motion remains in the unstable region. Hence 
it follows that it is impossible for the transverse vector to enter the extension and con­
traction zones alternately. However, it becomes possible when there is even one point of 
the periodic trajectory lying in the stable phase region (2.8.7). In this region the 
transverse vector swings round and may therefore change over into the contraction Tegion. 

The transverse motion splits into three phases: extension, contraction and rotation. 
If the period of the basic motion is T, the duration of the contraction and extension is 
(T - 1)/2. During the extension, the angle of the transverse vector to the asymptote 
decreases to: 
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(2.8.14) 

where β0 ~ 1. It is obvious that the rotation must be carried out with the same accuracy 
by order of magnitude, since the motion along the contracting asymptote is symmetrical. 
The probability of such rotation ~ ω0βΤ, whence the number of quasi-resonances of the 
second type is*). 

(2.8.15) 

The total number of quasi-resonances now proves to be infinite independently of the form 
of the force, and from Ref. 40 it follows that they are located everywhere densely. 

The size of a quasi-resonance can be estimated as ΔS ~ Δφ(Δr)2, where φ,r are the 
polar transverse coordinates, Δφ ~ β, and Δr is determined from the condition of the re­
quired accuracy of rotation: Δr ~ β. Consequently, even the maximum size of the stable 
region: 

(2.8.16) 

decreases exponentially. The total area of all the Τ of the stable regions of the quasi-resonances 
is: 

(2.8.17) 

and for all quasi-resonances of the type under consideration: 

(2.8.18) 

The lower limit of summation for an arbitrary k is determined from the condition that 
νs(2) (Τ1) ~ 1, i.e. that the quasi-resonances really exist: 

(2.8.19) 

Whence: 

(2.8.20) 

*) This estimate is not very reliable in view of some uncertainty in estimate (2.8.2) 
for the number of periodic trajectories: in particular, it is possible that the ex­
ponents ν and β do not fully counterbalance each other. Nevertheless, numerical ex­
periments confirm the order of magnitude of estimate (2.8.20) following from (2.8.15) 
(see Section 3.5). 
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For the quasi-resonances just considered, the phase oscillation period coincides with 
the period of the basic motion: ΤΦ = T. This condition is not compulsory, the trajectory 
may enter in the stable phase region several times per period T, say Ν = T/TΦ times. In 
the general case the length of each period of the phase oscillations may be different: 
TΦ = Ti;ΣNi=1 Ti = T. If the Ti do not differ greatly from one another, it can be 
considered approximately that the accuracy of each rotation will be determined by the 
length of its period (2.8.14): βi ~ e - h ( T i - 1 ). The probability of a specific sequence 
of stable regions ~ πNi=1 (ω0eh) · e-hTi, and the number of stable trajectories of this 
(third) type is: 

(2.8.21) 

where C(T,N) is the number of different combinations of Ti. Since our estimates are valid 
for Ti s≈ TΦ, one can put: C(T,N) ~ n0N, where n0 = αTΦ Τ/Ν (Τ » 1; α 1). Consequently 
(Ν » 1)*): 

(2.8.22) 

The total number of such trajectories and also the area of the stable regions diverges for 
any γ. However, the minimum period from which the divergence begins depends on γ: 

(2.8.23) 

By analogy with the ordinary resonances, one can assume that total mutual destruction of 
the quasi-resonances takes place only for close frequencies of the phase oscillations (see 
Section 2.6). Hence it follows that there remain undamaged quasi-resonances of all types 
with TΦ < T m i n; their number decreases with the growth of γ. 

The phase area of the stable region around the periodic trajectory on the assumption 
that Τi ≈ ΤΦ is given by the estimate, similar to (2.8.17): 

(2.8.24) 

and the total area of all the quasi-resonances of the third type is: 

(2.8.25) 

where T1 is again determined from the condition that quasi-resonances of this type exist for an arbitrary k: ΣT1T=1 νs(3)(T) ~ 1. When TΦ = const, Ν = T/TΦ → ∞, the sum diverges if TΦ > Tmin (2.8.23). 

*) This estimate is an upper one, as (2.8.13) for quasi-resonances of the first type, see 
explanation on p. 67. 
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Let us recall that the conclusion concerning the divergence of the sum (2.8.25), from 
which the destruction of the overwhelming majority of quasi-resonances ensues is not 
rigorous, since we can obtain only the upper estimate for S(3)(k) (see remark on p. 67). 
However, an interesting feature of the problem under consideration is the fact that the 
basic conclusion concerning the stochasticity of motion of model (2.8.1) when k » 1 does 
not even depend on the assumption that the sum of (2.8.25) diverges. Indeed, if the sum 
of the areas of the quasi-resonances converges, it goes to zero when k → ∞, since the size 
of each stable region decreases with the growth of k (2.8.24); if the above-mentioned sum 
diverges, mutual destruction of the quasi-resonances takes place, excluding the finite 
number determined by condition (2.8.23), and their over-all stable area again goes to zero 
when k → ∞. Of course, one cannot exclude the very special case when all the time S(k) ~ 1 
when k → ∞, in spite of the fact that S1 → 0, but such a situation seems to us highly im­
probable. This result is confirmed by numerical experiments (Section 3.5). 

Thus we can now add a third effect to the two previous effects of the overlapping of 
first order resonances (unification of stable regions and destruction of the separatrix) --
the formation of a large number of quasi-resonances which completely eliminate the last 
centres of stability. 
2.9 Periodic crossing of the resonance 

Before going over to the final sections of this chapter, devoted to the general case 
of the interaction of resonances, let us consider yet another relatively simple system 
which can be reduced to the basic model (2.1.11) with discrete time. This is the periodic 
crossing through the resonance of a non-linear oscillator. 

If the amplitude of the frequency oscillations considerably exceeds the width of the 
resonance 

(2.9.1) 

the action of the resonance can be considered as a short kick; accordingly, we have a 
system of the type of the basic model, whose border of stochasticity is determined by con­
dition (2.5.1). On the other hand, as follows from the results of Section 2.6, the general 
criterion of stochasticity (2.1.4) must be valid. 

The system considered in this paragraph is of special interest also because in one of 
the writer's early papers on stochasticity10) an erroneous conclusion was drawn about the 
existence of two independent conditions of stochasticity which had to be fulfilled simul­
taneously. This conclusion was drawn precisely on the basis of the process in question. 

Let the frequency, say, of the perturbation vary according to the law: 

(2.9.2) 

Under the condition Ω0 « ΔΩ the perturbation has a locally equidistant spectrum with a 
distance between resonances of Ω0 and a number of basic resonances ~ ΔΩ/Ω0. On the basis 
of Parseval's equation (normalization condition) we obtain the estimate: 
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(2.9.3) 

where ef0, εfk are the amplitudes of the frequency-modulated force and its harmonics, res­
pectively. The general criterion of stochasticity (2.1.4) gives: 

(2.9.4) 

independently of the rate of crossing the resonance. Here ν0 is the amplitude of the 
velocity, and Ωk ~ √εfkν0ω'w is the frequency of the phase oscillations near one of the 
harmonics of the force, unlike ΩΦ ~ √εf0ν0ω'w, the frequency of the phase oscillations at 
the moment of crossing the resonance (see Section 1.5). 

Now let us consider another approach to the problem. When the resonance is crossed 
rapidly (V » 1, see below) the change of the frequency (and energy) of the oscillator is 
given by the expression (1.5.7), which leads to the first of the difference equations of 
the type of (2.1.11). The phase equation can also be obtained from (1.5.7) in the follow­
ing way. Removing the brackets we find (k ≈ 1): 

(2.9.5) 

Here the third terra gives the ordinary phase change due to the change in the frequency of 
the oscillator after crossing the resonance. The factor ½ is explained by the fact that 
this term takes into account only half the frequency change after the moment of exact reso­
nance (see Section 1.5). The other half is included in the second term, which when there 
is arbitrary frequency variation Ω(t) is replaced by ∫ (Ω(t) - ω0) dt = ∫ Ω dt - ω0t, where 
ω0 is the value of the frequency of the oscillator at the moment of exact resonance. The 
last term of (2.9.5) is small under condition (2.9.1). In order to obtain the phase of the 
next resonance, it is necessary to sum up expression (2.9.5) after the first resonance 
(upper sign) and until the second (lower sign). Taking into account also the rules of the 
changing of signs when the direction in which the resonance is crossed changes (Section 
1.5), we obtain: 

(2.9.6) 

where t01 ≈ T/2 = π/Ω0 is the interval of time between two successive crossings of the 
resonance and it is assumed that ω ≈ (2.9.2). Equality t01 ≈ T/2 is violated, firstly 
as a result of the frequency variation: ∆t01 ~ (Δω) 2/; this effect can be ignored, 
like the two last terms in (2.9.6) under condition (2.9.1). Secondly, it is necessary to 
take into account the finite amplitude of the phase oscillations, so that the moment of 
resonance is determined by the intersection of the straight line and the sinusoid in 
Fig. 1.5.1. This leads to additional change of the phase of the resonance by Δψ ~ V - 1. 
This effect becomes considerable when there is slow crossing of the resonance (see below). 
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Taking into account the above-mentioned approximations, the crossing of the resonance 
can be described by the following transformation: 

(2.9.7) 

where the constant phase θ = ∫T/20Ω dt and the sign is determined by the direction in which 
the resonance is crossed (see Section 1.5). The stochasticity parameter for (2.9.7) is 
found in a similar way to (2.4.9) and (2.4.3): 

(2.9.8) 

The last estimate gives the criterion of stochasticity (2.5.1). Since ~ ΔΩ · Ω0 and 
Ω2Φ ~ Ω2k (ΔΩ/Ω0)½ (2.9.3), then K0 ~ (Ω k/Ω 0) 2 ~ s 2 and both forms of the stochasticity 
criterion (2.9.4) and (2.9.8) agree. 

With slow crossing of the resonance, when 

(2.9.9) 

the change of the oscillator frequency is given by expression (1.5.9): 

(2.9.10) 

The phase change is determined, as usual, by relation (2.9.6), but the additional finite 
amplitude of the phase oscillations must now be taken into account, as noted above. This 
is equivalent to changing over from the continuous phase ψ1 determined by relation (2.9.6) 
to the phase ξ = ψ - π/2 limited by the interval: -V < ξ < √4πV. Since in this interval 
cos ξ ≈ 1 - ξ2/2, from (1.5.3) we find (see also Fig. 1.5.1): 

(2.9.11) 

In what follows we shall need the derivative: 

(2.9.12) 

where we used the condition dψ/dξ = 1 (Fig. 1.5.1). The latter estimate is also easy to 
obtain directly if it is taken into account that the range of variation of ψ is equal to 2π 
and of ξ to √2πV. 
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Now we can approximately describe the slow crossing of the resonance by the transforma­
tion: 

(2.9.13) 

Here the function Δω(ωn,ξn) is given by expression (2.9.10), the link between ψn and ξn  
by equation (2.9.11) and the constant phase θ is defined above. The stochasticity para­
­eter is: 

(2.9.14) 

where the first of the derivatives is given by expression (2.9.12) and the second 
Relation (2.9.14) shows that in the approximation of short kicks (2.9.1) K0 » 1, 
i.e. slow crossing always leads to stochasticity. 

At first glance, criterion (2.9.14) is in no way connected with the parameter of the 
overlapping of the resonances s. However, it should not be forgotten that the condition 
of slow crossing (2.9.9) must be fulfilled, from which it follows that s > 1 always when 
ΔΩ > Ω0. If ΔΩ « Ω0, the parameter s loses its sense, since in this case there is in fact 
a single resonance Ω = , while the width of the remaining ones is considerably smaller 
and they can simply be ignored (see Section 2.7). 

We still have to consider the case ΔΩ Ω Φ, when the short kick approximation is not 
valid. Instead of this, let us turn to the phase equation originating from the equations 
in slow variables of the form of (1.3.15): 

(2.9.15) 

where Ω(t) is the periodic function of (2.9.2). We obtain: 

(2.9.16) 

This system has a separatrix in the vicinity of which a stochastic layer is formed 
under the action of the perturbation in the right-hand side of (2.9.16). According to the 
results of Section 2.6 the relative width of the stochastic layer in energy is given by 
the estimate: 

(2.9.17) 

under the condition that the perturbation frequency is sufficiently small: Ω0 ΩΦ. In 
the opposite case, the width of the layer is exponentially small (2.6.17). The results 
of Section 2.6 are applied when there is small perturbation (μ « 1 ) , i.e. only for slow 
crossing of the resonance. When the crossing is rapid, system (2.9.16) simply does not 



- 74 -

have a separatrix (Section 1.5). As regards stochasticity, which according to (2.9.4) is 
also possible for rapid crossing, it is connected with a completely different mechanism, 
namely mixing of the phase from one crossing of the resonance to the next. 

For slow crossing of the resonance there are thus two mechanisms of stochasticity: 
one which is the same as for rapid crossing and another connected with the stochastic 
layer. The influence of the latter mechanism depends on the ratio between the range of 
frequency variation (ΔΩ) and the width of the layer: ΔΩ/ΩΦδ ~ ΩΦ/Ω0. The maximum influence 
corresponds to the condition Ω0 ~ ΩΦ (when Ω0 > ΩΦ the width of the layer decreases exponentially). 
In this case stochasticity occurs, which is not at variance with the general 
criterion according to the parameter s, since ΔΩ « Ω0 ~ ΩΦ and this parameter loses its 
sense, as noted above. 

If Ω0 « ΩΦ (and ΔΩ « ΩΦ), the case when ΔΩ » Ω0 is possible, so that the stochasticity 
parameter s 1 (2.9.9) has its ordinary meaning. From the point of view of equa­
tion (2.9.16) in this case stochasticity may also be expected, since the system passes 
through a stochastic layer during approximately one phase oscillation period [(1.5.3) and 
(2.9.17)]. Moreover, with slow crossing capture is possible (Section 1.6), which increases 
the time the system spends in the stochastic layer and consequently also the over-all 
stochasticity of the motion. 

Thus the general criterion of stochasticity according to the overlapping of resonances 
(2.1.4) also applies to periodic crossing of the resonance as well as to rapid and slow 
crossing. In the latter case stochasticity always occurs, in contradiction to Ref. 10, in 
which it was assumed on the contrary that stochasticity is always absent for slow crossing, 
on account of the approximate reversibility of the process (see Section 1.5). As we shall 
see later this last effect leads only to a reduction of the diffusion rate and the K-entropy 
(Section 2.11). 
2.10 Kinetic equation 

If the motion of a dynamical system becomes stochastic, it no longer makes any physi­
cal sense to describe it in terms of a trajectory, because of local instability. The 
changeover to a statistical description, the meaning of which also, in our opinion, lies 
precisely in re-establishing the stability of the description, is usually carried out in 
two stages. First of all, as the basic physical quantity, one introduces the distribution 
function or phase density f(x,t) (x is the complete set of phase space coordinates) of an 
ensemble of identical systems, differing only by the initial conditions. The variation of 
f is determined by Liouville's equation: 

(2.10.1) 

where is a linear differential operator49). 
It is customary to emphasize the equivalence of Liouville's equation to the dynamical 

equations. However, it should not be forgotten that their solutions are physically iden­
tical only for singular initial conditions: f(x,0) ≈ 6(x - x 0 ) , since, at least within 
the limits of classical mechanics, we are concerned with only one single system of the 
statistical ensemble. This fact, which is often underestimated (see for example Ref. 50) 
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is of paramount importance when discussing the nature of statistical laws30) (see also 
Section 2.13). The use of the continuous density of f(x,t) already means introducing into 
the mechanics some random element and, in particular, excluding a set of special zero-measure 
trajectories. These special trajectories should not be regarded as absolutely ex­
ceptional. For instance, the periodic trajectories of a stochastic system which form an 
everywhere dense set40) (Section 2.8) are related to them. In addition, the introduction 
of continuous density automatically excludes any fluctuation in the limit t → ∞. 

With the above reservations, Liouville's equation is equivalent to the dynamical 
equations and its solution for a stochastic system also proves unstable in the following 
sense. Let us introduce so-called coarse-grained phase density (x,t,λ), which is obtained 
by averaging f(x,t) over the phase space cells, of a size λ → 0 3 2 ) . Only such a density 
also has a direct physical sense. Indeed, we always have to do with a finite, although pos­
sibly also very large, number of systems N. Hence it is clear that the density is determined 
only for finite cells of the phase space containing many systems: f(x,t) ∙ λk » 1. 
If, on the other hand, there is only one system and the density is found according to the 
relative time the system stays in the phase space cell, the system must enter the cell 
again several times, i.e. the cell must have a finite size for any finite time of motion. 

It is evident that the properties and behaviour of the coarse-grained density depend 
to a certain extent on the choice of one or another set of phase space cells. This is why 
the notion of subdivision (of the phase space into "cells) is one of the basic notions of 
the ergodic theory. In particular, as Sinai52) recently showed, special (Markovian) sub­
divisions can be chosen, which enable one to change over rigorously from a dynamical des­
cription to a statistical (random) one in the form of a Markovian process. 

Let us assume that 

(2.10.2) 

where (x,t,λ) is the fine-grained density with a wave length λ. It turns out that how­
ever small λ → 0 is, the fine-grained , generally speaking, has a considerable influence 
over the development of the coarse-grained density according to Liouville's equation. 
This follows directly from the qualitative picture of the mixing process given in Section 
2.4. It is obvious that we have to do with the instability of the trajectories of the 
stochastic system expressed in other terms. Let us recall that the time of development of 
such instability very weakly depends on the scale of λ: τ λ ~ |ln λ| (Section 2.4). 

In order finally to get rid of this instability, it is necessary to change over from 
Liouville's equation to another one, which automatically excludes the fine-grained density. 
This equation will be called kinetic*). In order to exclude the fine-grained density it 
is natural to add to Liouville's equation the operation of periodic (for some characteristic 

*) This definition is not generally accepted. Sometimes, for example, Liouville's 
equation32), or one related to it69), is called kinetic. On the other hand, the term 
"kinetic equation" is also used, since the work by Bogolyubov54), in a narrow sense 
to designate only the equation for a so-called single-particle distribution function. 



- 76 -

interval of time ∆t) averaging of the equation (for ) over all possible functions of , 
or more precisely over a complete set of such functions. If as the latter one chooses 
δ-functions in each of the phase space cells [f(x,t) = Σi fi · δ(x - xi)] this will give 
us a clear picture of averaging over the position of the trajectory of the system in a 
phase space cell. Moreover, the trajectory distribution inside the cell is considered to 
be uniform. This latter hypothesis, necessary for carrying out the averaging operation, 
is the basis, explicit or implicit, of all the methods of obtaining a kinetic equation30). 
The "complexity" of the usual systems of statistical mechanics and the "complication" of 
their trajectories afford intuitive justification of this hypothesis. These intuitive 
considerations are formulated mathematically49) by going to the limit Ν → ∞, V → ∞, N/V = 
const, where Ν is the number of particles in the system, and V its volume (for further de­
tails of this method see Section 2.13). Other justification can be obtained by means of 
modem ergodic theory (see below). 

Let us explain the physical meaning of the averaging in terms of trajectories. As 
already observed above, in reality we are always concerned with a single trajectory of a 
single system (a finite number of systems, interacting or not, equivalent to one system in 
the unified phase space -- so-called Γ-space). The motion along this trajectory can be 
split into two processes: mixing in a small section of the phase space (λ → 0) in the 
immediate vicinity of a given point of the trajectory, and transition from one such section 
to another throughout the whole of the accessible region of the phase space. The latter 
process is exactly described by the kinetic equation, while the first is equivalent to 
averaging in time or, because of the ergodicity, per phase cell. From the physical, or 
rather, mechanical point of view, the initial process (in Γ-space, see Section 2.12) is 
averaging in time (first process). 

The instability of the solutions of Liouville's equation for a stochastic system 
generalizes the standard notion of an improper problem for the equation in partial deriva­
tives, a notion introduced by Adamar (see for instance Ref. 58). This means that there is 
no continuous dependence of the solution on the initial conditions. 

The Cauchy problem for Liouville's equation -- the wave type equation -- is always 
proper in the usual sense, namely for a finite interval of time and with the "distance" 
between the functions determined through their difference £for instance, ρ(f,ø) = 
max |f(x) - ø(x)|, see Ref. 58]. However, the parameter λ of fine-grained density (2.10.2) 
can be taken as the "distance" between the distribution functions. When λ → 0 the func­
tions f(x,t), ø(x,t) are considered to be close independently of the values ||, ||, 
provided in the usual sense. It is evident that the distribution functions that are 
close in the sense indicated are characterized by an infinitely small trajectory shift; 
this is precisely the physical meaning of the new definition of "distance" between the 
functions. If, further, the asymptotic solution of Liouville's equation with t → ∞ is 
considered, the problem becomes improper and therefore requires special methods of solu­
tion. One of them is precisely the kinetic equation method. 

Recently, completely independently of statistical mechanics, various methods of 
solving improper problems of a completely different kind have been developed. The most 
complete survey of this work is to be found in a report by Lavrent'ev59). One of the 
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methods, using a regularizing operator, proposed by Tikhonov60), recalls the kinetic 
equation method in its approach. It would be interesting to make a more systematic com­
parison of both classes of improper problems. 

In connection with the averaging operation, the notion of the probability of transi­
tion (between phase space cells) naturally arises, and this can be calculated on the basis 
of the dynamical equations and the above-mentioned hypothesis concerning the uniform 
"spreading" of the trajectory over the cells. 

The transition probability enables us not only to obtain a most general kinetic 
equation of an integro-differential type 5 1 , 4 3 ), but also to describe the fluctuations 
neglected by the standard kinetic equation. Description of the motion of the system in 
terms of transition probability is called the Markovian process. Its characteristic 
feature is independence from the previous history of the motion. For arbitrary subdivision 
of the phase space the probability of transition between the cells of the subdivision, de­
termined by the measure of the corresponding regions, generally speaking depends on the 
previous states. This did not allow of rigorous transition from the dynamical equations 
to the Markovian process30) in spite of numerous attempts. Only recently Sinai succeeded 
in constructing special subdivisions for which such transition proved possible52). These 
Markovian subdivisions have, generally speaking, a very complicated structure. Therefore, 
in the present paper, we shall restrict ourselves to obtaining the kinetic equation only, 
as the simplest method of describing a stochastic process. 

The solutions of the kinetic equation are generally speaking stable and thus again 
have the usual physical sense. However, this stability is bought at the cost of part of 
the solutions of the original Liouville equation, which are unstable. They describe the 
growth of the fluctuations. A priori it is not at all obvious that the stable solutions 
of the kinetic equation (of the type with relaxation to an equilibrium state) generally 
exist and, moreover, describe in some sense the overwhelming majority of processes observed. 
This is due mainly to the fortunate fact that our world is in a strongly non-equilibrium 
state. If we had to describe the miserable phenomena which could still occur in a state of 
statistical equilibrium it would perhaps be just these processes of formation of large 
fluctuations that would be the most important. We should be faced with the very difficult 
dilemma of nevertheless devising some way of making a stable description of the growth of 
the fluctuations, or of generally rejecting the requirement for stability when describing 
physical processes. In any case, the statistical physics of such processes would appear 
rather unusual from the modern point of view. As an instance, one can cite the present 
method of describing the growth of large fluctuations a posteriori, namely under the con­
dition (afterwards) of the formation of fluctuations with given parameters61,62). Such a 
description is made by means of an equation similar to the kinetic one and is stable. How­
ever, it is clear that the most important feature of the law of physics -- the possibility 
of prediction -- will be lost. These questions will be discussed further in Section 2.13. 

Since the processes of relaxation and growth of the fluctuations are reciprocally re­
versible in time, the kinetic equation which describes only relaxation is of necessity 
irreversible. It is clear that this in no way means the physical disparity of both direc­
tions in time, or the existence of "the time arrow", the current expression70), but is the 
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c o n s e q u e n c e of d e l i b e r a t e e x c l u s i o n o f r e v e r s e p r o c e s s e s which a r e i n p r i n c i p l e p o s s i b l e , 
b u t a r e u n s t a b l e ( f o r more d e t a i l s e e S e c t i o n 2 . 1 3 ) . I t i s i n t e r e s t i n g t o n o t e t h a t t h i s 
p o i n t o f v i e w , which i s p e r f e c t l y n a t u r a l f o r p r e s e n t - d a y e r g o d i c t h e o r y ( s e e S e c t i o n 2 . 4 ) 
i s n o t s h a r e d by many o f t h e p h y s i c i s t s ( s e e f o r example Ref. 7 0 ) . 

As f a r a s we know, s o f a r n o - o n e h a s a t t e m p t e d t o o b t a i n a k i n e t i c e q u a t i o n by means 
o f e r g o d i c t h e o r y . G e n e r a l l y t h e s t a t i s t i c a l e l e m e n t when o b t a i n i n g a k i n e t i c e q u a t i o n i s 
j u s t t o p o s t u l a t e i n one form o r a n o t h e r , f o r i n s t a n c e t h e a s s u m p t i o n o f t h e a b s e n c e o f 
pair correlations in Boltzmann's first kinetic theory, the Bogolyubov condition of correlation 

relaxation54,55) or the random phase hypothesis in the quasi-linear plasma wave 
t h e o r y 5 6 ) . 

I n t h i s p a r a g r a p h t h e k i n e t i c e q u a t i o n f o r t h e b a s i c model ( 2 . 1 . 1 1 ) w i l l be o b t a i n e d 
w i t h o u t any a p r i o r i s t a t i s t i c a l h y p o t h e s e s , on t h e b a s i s o f t h e r e s u l t s o f t h e e r g o d i c 
t h e o r y ( S e c t i o n s 2 . 3 and 2 . 4 ) . A c o m p a r i s o n o f o u r a p p r o a c h t o t h e p rob l em and t h a t o f 
p r e s e n t - d a y s t a t i s t i c a l m e c h a n i c s w i l l be made i n S e c t i o n s 2 . 1 1 and 2 . 1 3 . Now l e t u s n o t e 
only that the kinetic equation which we are just about to obtain is similar to the so-called master 
equation of statistical mechanics, since it relates to r-space. This is the 
o n l y p o s s i b i l i t y f o r a o n e - d i m e n s i o n a l s y s t e m of t h e t y p e o f t h e b a s i c m o d e l . In t h e many-
d i m e n s i o n a l c a s e a k i n e t i c e q u a t i o n o f a n o t h e r t y p e i n s o - c a l l e d u - s p a c e i s p o s s i b l e ( s e e 
end o f S e c t i o n 2 . 1 2 ) . 

S i n c e f o r o u r model t h e p e r t u r b a t i o n i s s m a l l (ε → 0 ) , t h e k i n e t i c e q u a t i o n must have 
t h e form of an FPK d i f f u s i o n e q u a t i o n (Fokker -P lanck-Kolmogorov) 4 3 , 4 4 ) ( 2 . 1 0 . 1 0 ) . I t i s 
d e t e r m i n e d , a s i s known, by t h e two f i r s t moments ( ( ∆ I ) 1 ) , and ( ( ∆ I ) 2

1 ) , where t h e i n d e x 1 
signifies that the mean value is taken per unit of time (one step in our case) and averaging 
is carried out by means of transition probability. 

L e t u s r e c a l l t h a t t h e f i r s t moment ( ( ∆ I ) 1 ) d e s c r i b e s t h e s y s t e m a t i c v a r i a t i o n of t h e 
momentum and i s e q u a l t o t h e mean r a t e o f i t s v a r i a t i o n . The d i f f u s i o n i t s e l f i s d e s c r i b e d 
by t h e second moment ( ( ∆ I ) 2

1 ) , wh ich i s e q u a l t o t h e mean r a t e of I " d i s p e r s i o n " . A l l t h e 
s t a t i s t i c a l p r o p e r t i e s o f t h i s p r o c e s s a r e l i n k e d j u s t w i t h t h e l a t t e r q u a n t i t y and i t i s 
o n l y owing t o t h i s q u a n t i t y t h a t t h e FPK e q u a t i o n becomes k i n e t i c i n t h e s e n s e i n d i c a t e d 
above. Hence it can be concluded that foT transition to the kinetic equation it is necessary 
for the quantity (∆I)2 to increase (on the average) α t. 

As n o t e d a b o v e , a v e r a g i n g o v e r t h e t r a n s i t i o n p r o b a b i l i t y o r t h e p h a s e s p a c e c e l l s i s 
n o t d i f f e r e n t from an a p p r o x i m a t e d e s c r i p t i o n o f t h e deve lopment i n t i m e o f one o f t h e 
systems of the statistical ensemble determined by a single dynamical trajectory. Therefore 
when calculating <(∆I)2

1> the original averaging should be carried out in time. Let 
u s w r i t e t h e v a r i a t i o n In f o r one o f t h e s y s t e m s o f t h e ensemble i n t h e form: 

( 2 . 1 0 . 3 ) 

where f o r t h e s a k e of s i m p l i c i t y we n e g l e c t t h e dependence o f hθ on I n , wh ich w i l l be t a k e n 
i n t o a c c o u n t when c a l c u l a t i n g <(∆I ) 1 > ( s e e b e l o w ) . We f i n d 
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( 2 . 1 0 . 4 ) 

I n o r d e r t o o b t a i n t h e k i n e t i c e q u a t i o n i t i s n e c e s s a r y f o r t h i s v a l u e t o i n c r e a s e (on t h e 
a v e r a g e ) i n p r o p o r t i o n t o t i m e (α n ) , namely i t i s s u f f i c i e n t t o i g n o r e t h e s econd sum. 
I t i s p r e c i s e l y t h a t sum which i n c l u d e s a l l t h e i n s t a b i l i t y o f t h e s t o c h a s t i c mo t ion and 
a l s o i t s r e v e r s i b i l i t y ( and hence t h e f l u c t u a t i o n s ) , s i n c e t h i s sum depends on t h e c o r r e l a t i o n 
o f p h a s e s t h a t a r e s u c c e s s i v e i n t i m e . A c c o r d i n g l y , i t i s s u f f i c i e n t f o r u s t o r e q u i r e 
t h e a b s e n c e of p a i r a u t o c o r r e l a t i o n s ( S e c t i o n 2 . 3 ) . I f , m o r e o v e r , t h e m o t i o n i s e r g o d i c 
i n p h a s e , t h e n : 

( 2 . 1 0 . 5 ) 

L e t u s n o t e t h a t t h e r e j e c t i o n of t h e s e c o n d sum (∑ 2 ) i n ( 2 . 1 0 . 4 ) i s n o t a t r i v i a l 
m a t h e m a t i c a l o p e r a t i o n , s i n c e ∑2 i s of t h e o r d e r o f t h e f i r s t sum (∑n

k hθ (θk) ~ hθ • √ n ) . 
The r e j e c t i o n i s p o s s i b l e o n l y on t h e a v e r a g e , s i n c e ∑2 o s c i l l a t e s . I n p r i n c i p l e , t h i s 
p r o c e d u r e i s s i m i l a r t o t h e a v e r a g i n g method i n n o n - l i n e a r m e c h a n i c s 3) M o r e o v e r , we 
s i m p l y r e j e c t s u c h s p e c i a l i n i t i a l c o n d i t i o n s when t h e s e c o n d sum i s much l a r g e r t h a n t h e 
f i r s t f o r a long t i m e ( f l u c t u a t i o n s ) . 

It would seem that it is the ergodic theory that provides justification for the rejection 
of ∑2 in (2.10.4), even weak mixing being sufficient (Section 2.3). However, in 
r e a l i t y t h e s i t u a t i o n i s more c o m p l i c a t e d . The p o i n t i s t h a t a c c o r d i n g t o t h e e r g o d i c 
t h e o r y m i x i n g , and i n p a r t i c u l a r t h e d i s a p p e a r a n c e o f p a i r c o r r e l a t i o n s , t a k e s p l a c e o n l y 
a s y m p t o t i c a l l y when t → ± ∞, i . e . i t t a k e s p l a c e p a r a l l e l t o r e l a x a t i o n t o s t a t i s t i c a l 
e q u i l i b r i u m . But we w i sh t o d e s c r i b e t h e r e l a x a t i o n p r o c e s s i t s e l f . A n o t h e r a s p e c t o f 
t h i s d i f f i c u l t y i s t h a t m i x i n g w i t h r e s p e c t t o t h e p h a s e θ, wh ich we s h o u l d l i k e t o r e g a r d 
a s a " s i m p l y random" ( " m i c r o s c o p i c " ) p a r a m e t e r , i s n e c e s s a r i l y a c c o m p a n i e d , by v i r t u e of 
t h e e q u a t i o n s o f mo t ion ( 2 . 1 . 1 1 ) by mix ing w i t h r e s p e c t t o t h e momentum I , wh ich s h o u l d 
p l a y t h e p a r t o f a d i f f u s i o n ( " m a c r o s c o p i c " ) v a r i a b l e . T h e r e f o r e , a t f i r s t g l a n c e i t seems 
g e n e r a l l y i m p o s s i b l e t o a p p l y t h e k i n e t i c e q u a t i o n t o inhomogeneous d i s t r i b u t i o n s and t h i s 
means t h a t i t c o m p l e t e l y l o s e s i t s s e n s e . T h e s e d i f f i c u l t i e s we re t h o r o u g h l y a n a l y s e d by 
Kry lov 30) who came t o a p e s s i m i s t i c c o n c l u s i o n . 

I t seems t o u s , howeve r , t h a t a s o l u t i o n can be found b y u s i n g an i d e a o f 
Bogolyubov 54,55) o f i n t r o d u c i n g d i f f e r e n t t i m e s c a l e s i n t o t h e p r o b l e m . In t h e c a s e of 
t h e b a s i c model i t i s a q u e s t i o n o f two k i n d s o f t i m e -- t h e d y n a m i c a l m i x i n g t i m e Τn ~ 1 
(one s t e p ) and t h e I d i f f u s i o n t i m e : τD ~ ε-2 ( s t e p s , s e e b e l o w ) . A s y m p t o t i c a l l y when 
ε → 0 we can t h u s s e p a r a t e b o t h p r o c e s s e s w i t h an a r b i t r a r y d e g r e e o f a c c u r a c y * ) . 

L e t u s make a more a c c u r a t e f o r m u l a t i o n o f t h e c o n d i t i o n s o f s u c h s e p a r a t i o n o f mix ing 
from d i f f u s i o n . For t h i s we w i l l c a l c u l a t e ( 2 . 1 0 . 4 ) , h a v i n g s p l i t i t i n t o sub-sums w i t h a 

*) A compar i son w i t h Bogo lyubov ' s t h e o r y , where o t h e r t i m e s c a l e s a r e i n t r o d u c e d , w i l l be 
g i v e n i n S e c t i o n 2 . 1 3 . 
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g i v e n d i f f e r e n c e m = k - ℓ(ℓ = 1 , 2 , . . . ) and i n t r o d u c i n g t h e p a i r c o r r e l a t i o n c o e f f i c i e n t 
ρ(m) = <hθ ( θ k ) • hθ (θk+m)> / <h2

θ ( θ k ) > . The sum which i s o f i n t e r e s t t o u s t u r n s o u t t o 
b e a s y m p t o t i c a l l y (n → ∞) e q u a l t o : ∑2 ≈ n • <h2

θ> • ∑∞
m=1 ρ (m) , namely p r o p o r t i o n a l t o n 

l i k e t h e f i r s t sum i n ( 2 . 1 0 . 4 ) . T h e r e f o r e t h e (FPK) k i n e t i c e q u a t i o n r e m a i n s v a l i d a l s o 
when t h e c o r r e l a t i o n e x i s t s ( w i t h a n o t h e r d i f f u s i o n c o e f f i c i e n t ) , p r o v i d e d t h e sum ∑ρ(m) 
c o n v e r g e s . I n t h e o p p o s i t e c a s e ∑2 i n c r e a s e s f a s t e r t h a n t and t h e k i n e t i c e q u a t i o n i s inapplicable. 

The sum c o n v e r g e n c e c o n d i t i o n c a n be w r i t t e n i n t h e form: 

( 2 . 1 0 . 5 a ) 

T h i s i s t h e more a c c u r a t e c o n d i t i o n of a p p l i c a t i o n of t h e k i n e t i c e q u a t i o n f o r sys tems of 
t h e t y p e u n d e r c o n s i d e r a t i o n . From t h i s c o n d i t i o n i t c a n be s e e n , i n p a r t i c u l a r , t h a t weak 
mixing is insufficient since generally speaking there is no limitation of the rate of decrease 
of the correlations. Stochasticity is a sufficient condition because it includes a 
r e q u i r e m e n t f o r p o s i t i v e K-en t ropy ( S e c t i o n 2 . 3 ) . I n t h e l a t t e r c a s e ρ(m) = e - h . m = βm 

(β < 1; h = K-entropy) and for the second moment the following expression is obtained, defining 
(2.10.5) more exactly: 

( 2 . 1 0 . 5 b ) 

When t h e K - e n t r o p y i s s u f f i c i e n t l y g r e a t (h » 1) c o r r e c t i o n i s s m a l l . I f , however , h « 1 , 
i t i s n e c e s s a r y t o t a k e i n t o a c c o u n t n o t o n l y t h e change o f t h e s e c o n d moment and c o n s e q u e n t l y 
a l s o o f t h e d i f f u s i o n c o e f f i c i e n t ( 2 . 1 0 . 1 2 ) , b u t a l s o of t h e d y n a m i c a l s c a l e o f t ime Τn ~ h - 1 . 

I t s h o u l d be n o t e d , f i n a l l y , t h a t t h e e x p o n e n t i a l d e c r e a s e i n t h e c o r r e l a t i o n s when 
h > 0 , a l t h o u g h n o t a n e c e s s a r y c o n d i t i o n , c o n s i d e r a b l y i n c r e a s e s t h e a c c u r a c y o f t h e 
s t a t i s t i c a l d e s c r i p t i o n by means of t h e k i n e t i c e q u a t i o n . 

As n o t e d a b o v e , t h e m ix ing p r o c e s s c o v e r s n o t o n l y t h e p h a s e θ b u t a l s o t h e momentum I , 
wh ich on t h e o t h e r hand i s an i n d e p e n d e n t v a r i a b l e o f t h e d i s t r i b u t i o n f u n c t i o n . In o r d e r 
t o overcome t h i s d i f f i c u l t y l e t u s s p l i t I i n t o two p a r t s : 

( 2 . 1 0 . 6 ) 

a d i f f u s i o n ( Ī ) and a dynamica l ( Ĩ ) p a r t , s o t h a t t h e m i x i n g p r o c e s s a f f e c t s o n l y Ĩ and n o t Ī. 
On t h e o t h e r hand t h e d i f f u s i o n i s now d e t e r m i n e d o n l y w i t h an a c c u r a c y o f t h e o r d e r o f t h e 
v a l u e Ĩ, which must o f c o u r s e be s u f f i c i e n t l y s m a l l f o r t h i s whole p r o c e d u r e t o have a 
p h y s i c a l s e n s e . The v a l u e of Ĩ can b e s t be e s t i m a t e d from t h e s l o p e o f t h e e x t e n s i o n 
e i g e n v e c t o r , i . e . from t h e s l o p e o f t h e e x t e n d i n g a s y m p t o t e ( 2 . 4 . 1 4 ) : 

( 2 . 1 0 . 7 ) 

Thus t h e r e i s a minimum s i z e ( ∆ I 0 ) o f s u b d i v i s i o n c e l l beyond which a k i n e t i c d e s c r i p t i o n , 
i . e . a d e s c r i p t i o n b y means o f a k i n e t i c e q u a t i o n , becomes i n a p p l i c a b l e . The d i s t r i b u t i o n 
f u n c t i o n i n s i d e t h e minimal c e l l s hou ld be c o n s i d e r e d c o n s t a n t . 
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The s i z e of t h e c e l l ( 2 . 1 0 . 7 ) may be d e c r e a s e d i f one c o n s i d e r s t h e t r a n s f o r m a t i o n t o 
b e i n N s t e p s . Then ε → ε√N; K0 → KN

o ( s e e S e c t i o n 2 . 1 1 ) , b u t t h e r a t i o ΤD/Τn ~ ( N Ε 2 ) - 1 

decreases. The condition ΤD ~ Τn determines the maximum permissible length of the dynamical 
mixing process: Nmax ~ ε-2. Whence the absolute minimum size of cell is: 

( 2 . 1 0 . 8 ) 

where h ~ ln K0 i s t h e K - e n t r o p y and c ~ 1 i s a c o n s t a n t d e p e n d i n g on t h e r e q u i r e d a c c u r a c y 
o f d e s c r i p t i o n . 

It should be stressed that the limitation of the size of the phase space cell, and consequently 
also the permissible subdivision, relates only to the description of the relaxation 
p r o c e s s by means of a k i n e t i c e q u a t i o n and d o e s n o t e x t e n d t o t h e a s y m p t o t i c t h e o r e m s of t h e 
e r g o d i c t h e o r y . I n p a r t i c u l a r , t h i s l i m i t a t i o n no l o n g e r a p p l i e s f o r an e q u i l i b r i u m s t a t e . 
L e t u s n o t e , h o w e v e r , t h a t i n any c a s e s t a t i s t i c a l m e c h a n i c s h a s t o do w i t h f i n i t e , a l t h o u g h 
arbitrarily small, phase space cells, which is equivalent to using a coarse-grained distribution 
function*). Often it is not specially stipulated [see for instance Ref. 65], but 
s imp ly i m p l i e d t h a t t h e k i n e t i c e q u a t i o n g i v e s an i n c o m p l e t e d e s c r i p t i o n a c c o r d i n g t o p a r t 
o f t h e v a r i a b l e s ( s a y , a c c o r d i n g t o t h e momenta) , w h i l e t h e r e m a i n i n g v a r i a b l e s ( t h e p h a s e s ) 
determine the transition probability. In certain problems these "random" variables are outwardly 
camouflaged, as for instance in the Boltzmann type of kinetic equation. Sometimes 
i m p e r f e c t i o n s o f t h i s k i n d l e a d t o d i r e c t a m b i g u i t i e s , and i n p a r t i c u l a r t o t h e e r r o n e o u s 
a s s e r t i o n t h a t t h e " e x a c t " e n t r o p y o f t h e c l o s e d s y s t e m d o e s n o t i n c r e a s e 67). 

Returning to the FPK equation, let us note that the first moment <(∆I)1> must be calculated 
with the same accuracy as the second (2.10.5), namely with an accuracy ~ ε2. Let 
u s u s e e x p r e s s i o n ( 2 . 1 . 1 2 ) f o r t h i s and t a k e i n t o a c c o u n t t h a t Τ → 0 (ΕΤ = c o n s t ) ; 
(hθ) = 0 ; <hθI • hθ - hθθ • hI> = 2 <hθI • hθ> - <(hθ • hI)θ> = (<h2

θ>)I, where we assume 
t h a t a l l t h e f u n c t i o n s a r e c o n t i n u o u s . We o b t a i n : 

( 2 . 1 0 . 9 ) 

Tak ing i n t o a c c o u n t t h i s r e l a t i o n , t h e FPK e q u a t i o n 

( 2 . 1 0 . 1 0 ) 

comes a s i s k n o w n * * ) , t o t h e s t a n d a r d d i f f u s i o n e q u a t i o n 

( 2 . 1 0 . 1 1 ) 

*) The r e c e n t r e v i v a l o f what i s c a l l e d symbo l i c dynamics 6 8 ) a l r e a d y d e s c r i b e d by B i r k h o f f 
(Ref. 1 6 , C h a p t e r 8 , S e c t i o n 11) i s c o n n e c t e d w i t h t h i s . 

**) See f o r i n s t a n c e Ref . 6 5 . 
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w i t h a d i f f u s i o n c o e f f i c i e n t 

( 2 . 1 0 . 1 2 ) 

The l a s t e x p r e s s i o n s h o w s , i n p a r t i c u l a r , t h e v a l i d i t y o f t h e e s t i m a t e made above o f t h e 
d i f f u s i o n t i m e s c a l e ΤD ~ E - 2 . 

I n what f o l l o w s we s h a l l omi t t h e b a r above t h e f u n c t i o n f and s h a l l c o n s i d e r , i f t h i s 
h a s n o t been done by s p e c i a l r e s e r v a t i o n , t h a t a l l t h e d i s t r i b u t i o n f u n c t i o n s a r e coarsegrained o n e s (→ f ) . 

R e l a t i o n ( 2 . 1 0 . 9 ) c o n s i d e r a b l y s i m p l i f i e s o b t a i n i n g t h e FPK e q u a t i o n , s i n c e f o r calculating 
the second moment a first approximation is sufficient. Landau showed66) that relation 
(2.10.9) follows directly from the principle of detailed balancing, i.e. from the 
symmetry of transition probability in relation to the initial and final states. Unfortunately, 
the principle of detailed balancing is far from always being valid, even when there 
i s a symmetry c o n d i t i o n i n r e l a t i o n t o t i m e r e v e r s a l . I n t h e l a t t e r c a s e t h e r e v e r s a l o f 
a l l v e l o c i t i e s i s i m p l i e d , w h i c h g e n e r a l l y s p e a k i n g i s n o t assumed when f o r m u l a t i n g t h e 
p r i n c i p l e o f d e t a i l e d b a l a n c i n g . 

I n t h e g e n e r a l c a s e i t i s n e c e s s a r y t o add t o t h e d i f f u s i o n e q u a t i o n ( 2 . 1 0 . 1 1 ) t h e 
t e r m - ( ∂ / ∂ I ) [ f <(∆I) a >], where <(∆I)a> i s t h e a d d i t i o n a l (anomalous) r a t e o f v a r i a t i o n o f 
t h e momentum I . The g e n e r a l r e l a t i o n be tween t h e moments i n t h e a b s e n c e o f d e t a i l e d balancing 
was obtained by Belyaev65). A simple example is the crossing of the resonance by a nonlinear 
oscillator (Sections 1.5 and 2.9). However, in this case it can also be said that 
t h e r e i s no t i m e r e v e r s a l , s i n c e t h e p r o c e s s i s c o n s i d e r e d f o r c r o s s i n g t h e r e s o n a n c e i n a 
g i v e n d i r e c t i o n . A s i m i l a r s i t u a t i o n a r i s e s when c h a r g e d p a r t i c l e s move i n a g i v e n e x t e r n a l 
m a g n e t i c f i e l d 6 5 ) . Even f o r r a p i d c r o s s i n g , g e n e r a l l y s p e a k i n g , a s y s t e m a t i c s h i f t a p p e a r s , 
w h i c h can be c a l c u l a t e d from e x p r e s s i o n ( 1 . 5 . 7 ) . However, ( 1 . 5 . 7 ) c a n n o t be a v e r a g e d s i m p l y 
o v e r t h e p h a s e ψ0, which i s no l o n g e r , g e n e r a l l y s p e a k i n g , c a n o n i c a l l y c o n j u g a t e t o t h e 
momentum I . T h i s i s due t o t h e f a c t t h a t t h e t r a n s f o r m a t i o n ( 2 . 9 . 7 ) r e l a t e s t o a v a r i a b l e 
i n t e r v a l o f t i m e , which i t s e l f depends on t h e dynamica l v a r i a b l e s . The s c a l e o f t h i s e f f e c t , 
l e a d i n g t o n o n - u n i f o r m m i x i n g i n ψ0, i s c h a r a c t e r i z e d by t h e v a l u e V - 1 « 1 ( S e c t i o n 2 . 9 ) and 
p r o v e s t o be o f t h e same o r d e r a s t h e c o n s t a n t s h i f t i n ( 1 . 5 . 7 ) . Le t u s n o t e t h a t t h i s e f f e c t 
i s u n i m p o r t a n t when c a l c u l a t i n g t h e d i f f u s i o n c o e f f i c i e n t . 

D i s s i p a t i o n can s e r v e a s an even s i m p l e r e x a m p l e . L e t u s go o v e r from t h e momentum I t o 
t h e e n e r g y W and p u t : <(∆W)a > = < 0 . Then t h e r e i s a s t e a d y s o l u t i o n o f t h e FPK e q u a t i o n , 
wh ich can be w r i t t e n i n t h e form: 

( 2 . 1 0 . 1 3 ) 

T h i s means t h a t t h e r e a r e s t e a d y s t a t e s t o c h a s t i c o s c i l l a t i o n s o f t h e e n e r g y o f t h e s y s t e m 
u n d e r t h e a c t i o n of t h e p e r t u r b a t i o n , wh ich can be c h a r a c t e r i z e d by t h e e f f e c t i v e "temperature": 

( 2 . 1 0 . 1 4 ) 
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The e n e r g y s p e c t r u m o f t h e sys tem depends on t h e form o f t h e f u n c t i o n s D(W), (W): i n particular, 
the Maxwellian spectrum is obtained when there is "balanced" (for the given dissipation) 
perturbation: -D(W)/(W) = T = const. 

T h i s s i m p l e example shows t h a t even when t h e r e i s damping i n a n o n - l i n e a r o s c i l l a t o r y 
s y s t e m p r o c e s s e s a r e p o s s i b l e which a r e d e s c r i b e d n e i t h e r by t h e c l a s s i c a l p e r t u r b a t i o n 
t h e o r y n o r by t h e KBM t h e o r y ( s e e S e c t i o n 2 . 2 ) . 

L e t u s n o t e , i n c o n c l u s i o n , t h a t when t h e r e i s an a d d i t i o n a l c o n d i t i o n f o r t h e symmetry 
o f t h e momenta Ii o f t h e s y s t e m w i t h r e s p e c t t o t h e s i g n of t h e v e l o c i t i e s , t h e p r i n c i p l e o f 
d e t a i l e d b a l a n c i n g and w i t h i t a l s o r e l a t i o n ( 2 . 1 0 . 9 ) , wh ich f o r s e v e r a l d e g r e e s o f freedom 
i s w r i t t e n i n t h e f o r m 6 5 ) : 

( 2 . 1 0 . 1 5 ) 

d i r e c t l y f o l l o w s from t h e t i m e r e v e r s i b i l i t y . As a s i m p l e example one c a n t a k e a sys t em of 
weak ly c o u p l e d o s c i l l a t o r s f o r which t h e u n p e r t u r b e d c a n o n i c a l momenta depend on t h e s q u a r e s 
o f t h e v e l o c i t i e s . I n p a r t i c u l a r , f o r t h e o n e - d i m e n s i o n a l c a s e t h i s f o l l o w s d i r e c t l y from 
t h e r e s u l t s o f Ref. 3 8 . 

2 . 1 1 T r a n s i t i o n t o c o n t i n u o u s t i m e , o r t h e g e n e r a l c a s e 
of t h e i n t e r a c t i o n of r e s o n a n c e s 

I n S e c t i o n 1 .1 we began by s t u d y i n g t h e mot ion of a o n e - d i m e n s i o n a l n o n - l i n e a r 
oscillator under the action of external perturbations. In the special but perhaps more interesting 
case of stochastic conditions we had to simplify the problem and go over to the 
b a s i c model ( 2 . 1 . 1 1 ) . The most i m p o r t a n t f e a t u r e o f t h e l a t t e r i s d i s c r e t e t i m e . A l though 
i n i t s e l f t h e t r a n s i t i o n t o t h e t r a n s f o r m a t i o n i n p l a c e o f t h e d i f f e r e n t i a l e q u a t i o n s d o e s 
n o t l i m i t t h e g e n e r a l i t y o f t h e p r o b l e m , s i n c e s u c h a t r a n s i t i o n c a n a lways be c a r r i e d o u t 
by means of an ordinary S-operator*), the specific form of the basic model (2.1.11) is undoubtedly 
a certain special case of the original problem. 

In t h i s p a r a g r a p h we s h a l l endeavour t o e x t e n d t h e r e s u l t s c o n c e r n i n g t h e s t o c h a s t i c i t y 
o f t h e b a s i c model t o t h e g e n e r a l c a s e of t h e i n t e r a c t i o n o f r e s o n a n c e s ( S e c t i o n 2 . 1 ) , 
namely to a one-dimensional non-autonomous non-linear oscillator of type (1.1.1). What concerns 
us mainly are the three basic parameters of a stochastic system -- the criteria of 
s t o c h a s t i c i t y , K - e n t r o p y and t h e d i f f u s i o n c o e f f i c i e n t . 

Fo r t h e s t a r t i n g p o i n t f o r o u r a rgument we w i l l t a k e t h e e l e m e n t a r y model ( 2 . 8 . 1 ) 
wh ich i s a l m o s t s t o c h a s t i c when k » 1 . The t e r m " a l m o s t " i m p l i e s t h e e x i s t e n c e , g e n e r a l l y 
s p e a k i n g , o f s m a l l " i s l e t s " o f s t a b i l i t y f o r any k → ∞ ( S e c t i o n 2 . 8 ) . T h i s f a c t h a s s o f a r 
p r e v e n t e d a r i g o r o u s s t u d y o f t h e s t o c h a s t i c p r o p e r t i e s o f t h e e l e m e n t a r y model ( s e e 
S e c t i o n 2 . 4 ) . L e t u s p o i n t o u t t h a t o u r i d e a o f i t s s t o c h a s t i c i t y i s b a s e d n o t o n l y on 
p h y s i c a l i n t u i t i o n b u t a l s o on t h e r e s u l t s o f v a r i o u s n u m e r i c a l e x p e r i m e n t s , which w i l l be 
d e s c r i b e d i n t h e f o l l o w i n g c h a p t e r . 

With regard to extending the stochasticity criterion to the case of a arbitrary nonlinear 
oscillator (1.1.1) or to the case of continuous time, as we shall say henceforth 

*) See f o r example Ref. 5 5 . 
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f o r t h e s a k e o f b r e v i t y , t h i s h a s i n f a c t a l r e a d y been done i n S e c t i o n 2 . 6 . L e t u s m e r e l y 
r e c a l l b r i e f l y t h a t t h i s e x t e n s i o n was p o s s i b l e b e c a u s e t h e mechanism o f s t o c h a s t i c i t y i s 
c o n n e c t e d w i t h t h e e x p a n s i o n and o v e r l a p p i n g o f t h e s t o c h a s t i c l a y e r s o f r e s o n a n c e s , which 
a lways e x i s t i n one form o r a n o t h e r , t h e m o t i o n i n s i d e w h i c h , i n t h e f i n a l a n a l y s i s , amounts 
t o t h e e l e m e n t a r y m o d e l . 

From t h e p o i n t o f v i e w o f t h e s e t o f r e s o n a n c e s ( c o n t i n u o u s t i m e ) t h e b a s i c model represents 
a special case in the sense that there are completely defined phase relations between the 
different resonances. The possibility of directly transferring the stochasticity 
c r i t e r i o n f o r t h e b a s i c model ( 2 . 5 . 1 ) and ( 2 . 5 . 2 ) t o t h e g e n e r a l c a s e o f t h e i n t e r a c t i o n of 
r e s o n a n c e s shows t h a t t h e s t o c h a s t i c i t y c r i t e r i o n d o e s n o t depend on p h a s e r e l a t i o n s . T h i s 
c o n c l u s i o n i s a l s o c o n f i r m e d , i n p a r t i c u l a r , f o r t h e v e r y s p e c i a l c a s e o f p e r i o d i c c r o s s i n g 
of t h e r e s o n a n c e ( S e c t i o n 2 . 9 ) . U n f o r t u n a t e l y t h e same c a n n o t b e s a i d o f t h e two o t h e r 
c h a r a c t e r i s t i c s o f s t o c h a s t i c i t y -- K-en t ropy and t h e d i f f u s i o n c o e f f i c i e n t . 

Le t u s b e g i n w i t h t h e e n t r o p y , c o n s i d e r i n g a t r a n s f o r m a t i o n o f t h e b a s i c model t y p e : 

( 2 . 1 1 . 1 ) 

where f (ψ) i s a f u n c t i o n t h a t i s p e r i o d i c a c c o r d i n g t o ψ w i t h a p e r i o d o f o n e . I n what 
f o l l o w s we s h a l l c a l l t h e t r a n s f o r m a t i o n a c a s c a d e , i n o r d e r t o s t r e s s t h e d i s c r e t e n e s s o f 
t h e t i m e 31). We s h a l l g i v e t h e d e s c r i p t i o n of t h e m o t i o n i n t e r m s of c o n t i n u o u s t i m e t h e 
standard name of flux. What now interests us is the transition from the flux to the cascade, 
the stochastic parameters of which we know how to calculate. 

I t i s n o t d i f f i c u l t t o v e r i f y t h a t i n t h e g e n e r a l c a s e t h e c a s c a d e w i l l n o t have t h e 
form o f t h e b a s i c m o d e l . F o r t h i s l e t u s c o n s i d e r t r a n s f o r m a t i o n ( 2 . 1 1 . 1 ) i n two s t e p s : 

( 2 . 1 1 . 2 ) 

In the general case it does not amount to (2.11.1), especially as this concerns a transformation 
with an arbitrary number of steps -- N. In the special case of k » 1 the last 
term plays the main role in (2.11.2) so that the effective value of the stochasticity parameter 
is K2 ~ k2. In the same way, for a transformation with N steps KN ~ KN. This result 
c o u l d a l s o have b e e n o b t a i n e d d i r e c t l y from t h e e x p r e s s i o n f o r t h e K - e n t r o p y o f t h e b a s i c 
model ( 2 . 4 . 1 9 ) , w h i c h , o f c o u r s e , s h o u l d n o t depend on t h e i n t e r v a l o f t h e t r a n s f o r m a t i o n : 
h ≈ (1/N) ln KN ≈ ln k . 

The q u a n t i t y KN. ~ s2
N i s t h e p a r a m e t e r o f s t o c h a s t i c i t y o f t h e c a s c a d e , which t h u s depends 

e x p o n e n t i a l l y on t h e i n t e r v a l o f t h e t r a n s f o r m a t i o n . However , i f we h a v e a f l u x t h i s 
stochasticity parameter is given: S ~ ΩΦ/∆, and consequently the expression for the 
K-entropy of the cascade (2.4.21) cannot in the general case be used for the flux*). However, 

*) In other words, it is not clear what is the characteristic interval of time of the cascade 
to which the parameter S2 ~ k0 of the flux corresponds. 
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i n t h e s p e c i a l c a s e o f s h o r t k i c k s o r p e r i o d i c c r o s s i n g o f t h e r e s o n a n c e t h e K-en t ropy i s 
a c t u a l l y d e t e r m i n e d by e x p r e s s i o n ( 2 . 4 . 1 9 ) w i t h k 0 ~ S2. T h i s shows t h a t t h e K-en t ropy 
e s s e n t i a l l y depends on t h e p h a s e r e l a t i o n s be tween t h e r e s o n a n c e s and t h e r e f o r e a g e n e r a l 
e s t i m a t e o f i t i s i m p o s s i b l e . 

Let us note that this problem does not arise for determining the border of stochasticity, 
since at the border of stochasticity KN ~ K ~ 1. This illustrates the remark made 
above c o n c e r n i n g t h e non -dependence of t h e s t o c h a s t i c i t y c r i t e r i o n on t h e r e s o n a n c e p h a s e 
r e l a t i o n s . 

I n o r d e r t o e s t i m a t e t h e K - e n t r o p y o f t h e f l u x one c a n , h o w e v e r , c o n s i d e r a c a s e t h a t 
i s i n a s e n s e " t y p i c a l " , when t h e p h a s e s o f v a r i o u s r e s o n a n c e s a r e " r andom" , i . e . when 
t h e r e a r e n o s p e c i a l r e l a t i o n s be tween them. Then t h e o n l y i n t e r v a l o f t i m e c h a r a c t e r i z i n g 
the non-linear interaction of the resonances will be the inverse frequency of the renormalized 
phase oscillations (Ω-1

∑) and the renormalization, by virtue of the assumed randomness 
o f t h e p h a s e s , s h o u l d b e c a r r i e d o u t w i t h a power n = 4 ( S e c t i o n 2 . 7 ) . I t i s e a s y t o o b t a i n 
t h e law o f r e n o r m a l i z a t i o n of a sy s t em o f r e s o n a n c e s o f t h e same o r d e r o f w i d t h , by a n a l o g y 
w i t h ( 2 . 7 . 1 3 ) : 

( 2 . 1 1 . 3 a ) 

where (∆ω)∑ , (∆ω)H a r e t h e r e n o r m a l i z e d and n o n - r e n o r m a l i z e d w i d t h o f t h e r e s o n a n c e pω = q , 
r e s p e c t i v e l y ; ∆ i s t h e d i s t a n c e be tween t h e r e s o n a n c e v a l u e s o f t h e f r e q u e n c y ω. Here we 
u s e d t h e r e l a t i o n ΩΦ ≈ p(∆ω)H ( S e c t i o n 1 . 4 ) . I n wha t f o l l o w s we s h a l l assume f o r t h e s ake 
o f s i m p l i c i t y : p ~ 1 . I t i s e a s y t o s e e t h a t a s a r o u g h e s t i m a t e o f t h e e n t r o p y one can 
p u t : 

( 2 . 1 1 . 3 ) 

T h e r e i s h a r d l y any s e n s e i n making e s t i m a t e ( 2 . 1 1 . 3 ) , w h i c h we s h a l l c a l l " t y p i c a l " , more 
a c c u r a t e , b e c a u s e o f i t s dependence on t h e p h a s e r e l a t i o n s . I n p a r t i c u l a r , i n t h e c a s e of 
t h e b a s i c model : 

( 2 . 1 1 . 4 ) 

Loca l i n s t a b i l i t y , c h a r a c t e r i z e d by K - e n t r o p y , d e t e r m i n e s t h e p r o c e s s o f p h a s e m i x i n g 
[ f o r a sys t em of t h e t y p e of t h e b a s i c model ( 2 . 1 1 . 1 ) ] . The l a t t e r c a n a l s o be d e s c r i b e d 
by means o f t h e p h a s e a u t o c o r r e l a t i o n s i n a s i m i l a r way t o t h a t m e n t i o n e d i n S e c t i o n 2 . 3 
f o r t h e e l e m e n t a r y example of s t o c h a s t i c i t y . F o r r e a s o n s t o be e x p l a i n e d below we w i l l 
s l i g h t l y g e n e r a l i z e t h e c o r r e l a t i o n c o e f f i c i e n t d e t e r m i n e d a b o v e , p u t t i n g : 

( 2 . 1 1 . 5 ) 
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Le t u s f i r s t c o n s i d e r t h e s p e c i a l c a s e o f t h e c a s c a d e ( 2 . 1 1 . 1 ) w i t h f ( ψ ) = ( l / 2 π ) × 
s i n 2πψ and assume t h a t n = 1 . E x p r e s s i n g ψ1 t h r o u g h ψ,φ and i n t e g r a t i n g by v i r t u e o f t h e 
e r g o d i c i t y (k » 1 ) o v e r φ,ψ, we f i n d : 

( 2 . 1 1 . 6 ) 

From this it can already be seen that the laws of correlation relaxation and of the development 
of local instability do not agree, as was the case in the elementary example 
( S e c t i o n 2 . 3 ) . M o r e o v e r , t h e dependence of t h e c o r r e l a t i o n c o e f f i c i e n t on q , which o c c u r s 
when k q (p ~ 1 ) , i s o f a c o m p l e t e l y d i f f e r e n t n a t u r e from t h a t d e s c r i b e d i n S e c t i o n 2 . 3 . 
These p e c u l i a r i t i e s a r e e x p l a i n e d m a i n l y by t h e f a c t t h a t t h e c o r r e l a t i o n c o e f f i c i e n t i s 
now d e t e r m i n e d p r i m a r i l y by t h e r e g i o n n e a r t h e s t a b l e p h a s e s ( 2 . 8 . 7 ) : ∆ψ ~ k -1/2. 

L e t u s now c a l c u l a t e p ( 2 )
n ( p , q ) . For t h i s l e t u s e x p r e s s ψn t h r o u g h t h e p r e v i o u s 

p h a s e s ψn_1, •••, ψ by a p p l y i n g ( 2 . 1 1 . 1 ) s u c c e s s i v e l y : 

( 2 . 1 1 . 7 ) 

When k » 1 t h e s u c c e s s i v e p h a s e s can be c o n s i d e r e d t o be r a n d o m * ) . T h e r e f o r e t h e random 
q u a n t i t y Sn.(ψ) when n » 1 i s d i s t r i b u t e d n o r m a l l y w i t h t h e p a r a m e t e r s : 

( 2 . 1 1 . 8 ) 

When calculating p(2)
n, integration over ψ can now replace integration over S, having 

assumed that dψ/dS ~ e -s2/2σ2, since dψ is proportional to the measure in phase. Assuming 
t h a t q = - p t o e l i m i n a t e t h e t e r m w i t h ψ i n t h e e x p o n e n t ( 2 . 1 1 . 5 ) , we o b t a i n t h e e s t i m a t e : 

( 2 . 1 1 . 9 ) 

The c h a r a c t e r i s t i c r e l a x a t i o n t i m e of t h e c o r r e l a t i o n s p r o v e s t o be o f t h e o r d e r o f : 

( 2 . 1 1 . 1 0 ) 

which a g r e e s w i t h t h e " t y p i c a l " e s t i m a t e f o r t h e i n v e r s e K - e n t r o p y ( 2 . 1 1 . 3 ) [Ω2
Φ ~ k ; ∆ = 2π 

f o r d i s c r e t e t i m e ( 2 . 1 1 . 1 ) ] . Meanwhi le , i n t h e c a s e u n d e r c o n s i d e r a t i o n ( " a t y p i c a l " ) t h e 
K - e n t r o p y i s d e f i n e d by e x p r e s s i o n ( 2 . 1 1 . 4 ) o r , i n d i s c r e t e t i m e h ≈ ln k . 

T h i s d i f f e r e n c e i s p r o b a b l y e x p l a i n e d by t h e f a c t t h a t t h e K - e n t r o p y i s d e t e r m i n e d by 
t h e b e h a v i o u r o f t h e s y s t e m o n l y on t h e a s y m p t o t e , w h i l e t h e c o r r e l a t i o n c o e f f i c i e n t i s 
some i n t e g r a l q u a n t i t y . From t h e p o i n t o f v iew of t h e mix ing p r o c e s s t h e c o r r e l a t i o n 

*) The s m a l l r e s i d u a l c o r r e l a t i o n s ( 2 . 1 1 . 6 ) can be t a k e n i n t o a c c o u n t i n t h e f o l l o w i n g 
a p p r o x i m a t i o n , a s was done i n t h e p r e v i o u s p a r a g r a p h ( 2 . 1 0 . 5 b ) . 
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c o e f f i c i e n t i s a more d i r e c t c h a r a c t e r i s t i c , s o t h a t i t enhances t h e r o l e of t h e " t y p i c a l " 
e s t i m a t e ( 2 . 1 1 . 3 ) and ( 2 . 1 1 . 1 0 ) . I t s h o u l d , howeve r , be remembered t h a t f o r a c a s c a d e of 
t y p e ( 2 . 1 1 . 1 ) w i t h k » 1 t h e d i f f e r e n c e b e t w e e n t h e K - e n t r o p y and t h e c o r r e l a t i o n s can have 
r e a l v a l u e o n l y f o r some v e r y f i n e d e t a i l s o f t h e m i x i n g s t r u c t u r e (q » 1) which w i l l n o t 
b e d i s c u s s e d h e r e . F o r q ≤ k t h e r e s i d u a l c o r r e l a t i o n s a r e s m a l l , even a f t e r one s t e p 
( 2 . 1 1 . 6 ) . 

R e t u r n i n g t o t h e f l u x , i t can b e c o n c l u d e d t h a t t h e c h a r a c t e r i s t i c damping t i m e of 
t h e c o r r e l a t i o n s , and h e n c e a l s o t h e m i x i n g , w i l l be d e t e r m i n e d by t h e " t y p i c a l " e s t i m a t e : 
τn ~ h-1 ( 2 . 1 1 . 3 ) . 

L e t u s t a k e a s an example y e t a n o t h e r m o d e l , which c a n s e r v e a s a l i n k be tween a 
c a s c a d e o f t y p e ( 2 . 1 1 . 1 ) and a f l u x . The model i s g i v e n by t h e t r a n s f o r m a t i o n : 

( 2 . 1 1 . 1 1 ) 

where θi i s t h e s e q u e n c e of T random p h a s e s , wh ich t h e n r e c u r p e r i o d i c a l l y . We s h a l l from 
now on c a l l t h i s model q u a s i - r a n d o m . On t h e one hand i t r e c a l l s t h e b a s i c mode l , s i n c e 
i t i s g i v e n by a t r a n s f o r m a t i o n and t h e p e r t u r b a t i o n h a s a p e r i o d T . On t h e o t h e r h a n d , 
when Τ0 → 0 , where t h e i n t e r v a l Τ0 c o r r e s p o n d s t o one s t e p , t h e q u a s i - r a n d o m model c h a n g e s 
o v e r t o t h e " t y p i c a l " f l u x w i t h a random d i s c r e t e p e r t u r b a t i o n s p e c t r u m and t h e d i s t a n c e 
between t h e l i n e s o f t h e s p e c t r u m i s ∆ = 2 π / T . B e a r i n g i n mind t h e t r a n s i t i o n m e n t i o n e d , 
i t i s assumed t h a t k « 1 . 

F i g . 2 . 1 1 . 1 : Time dependence of t h e p e r t u r b a t i o n F ( t ) f o r t h e quasirandom mode l : τin i s t h e 
d u r a t i o n o f t h e i n t e r a c t i o n ; T i s t h e p e r t u r b a t i o n p e r i o d . 
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F i g u r e 2 . 1 1 . 1 i s a s chema t i c d iagram o f t h e t i m e dependence o f t h e p e r t u r b a t i o n f o r 
t h e quas i - r andom mode l . The model h a s been f u r t h e r e x t e n d e d by i n t r o d u c i n g v a r i a b l e ( i n 
p a r t i c u l a r random) d i s t a n c e s between t h e k i c k s Τi ( = τo) and a f i n i t e w i d t h o f t h e 
k i c k τin, keep ing a c o n s t a n t p e r i o d T . T r a n s f o r m a t i o n ( 2 . 1 1 . 1 1 ) c o r r e s p o n d s t o t h e c a s e 
o f Τi = 1; Τin = 0 . A f l u x r e s u l t s when Τi ~ Τin. 

Using t h e r e s u l t s o f S e c t i o n 2.4 one can f i n d t h e e i g e n v a l u e s o f t r a n s f o r m a t i o n 
( 2 . 1 1 . 1 1 ) : 

(2 .11 .12 ) 

and t h e d i r e c t i o n s o f t h e e i g e n v e c t o r s ( F i g . 2 . 8 . 1 ) : 

( 2 . 11 .13 ) 

I f t r a n s f o r m a t i o n ( 2 . 1 1 . 1 1 ) were u n s t a b l e (Ki > 0 ) i n e a c h s t e p , t h e n t h e K-ent ropy would b e : 
h = k1/2 • <√cos 2πψ>. However, in reality in roughly half the cases Ki < 0, i.e. the transverse vector turns, and hence it can change over from 
the extension cone to the contraction 
cone ( S e c t i o n 2 . 8 ) . When k « 1 , t h e d i f f e r e n c e be tween t h e two cones i s i n s i g n i f i c a n t and 
i t s e l f depends on k . We can t h e r e f o r e w r i t e : h ~ k m , where m > 1/2 For what fo l lows i t i s 
s i g n i f i c a n t t h a t h canno t depend on T, s i n c e u n d e r c o n d i t i o n s of s t o c h a s t i c i t y ( i n a p e r i o d 
T) a l l t h e p h a s e s (ψi + θi.) a r e random. 

L e t u s now t u r n t o e s t i m a t e s i n t e rms o f c o n t i n u o u s t i m e , h a v i n g f o r m a l l y r e p r e s e n t e d 
t h e c a s c a d e ( 2 . 1 1 . 1 ) a s a f l u x w i t h a 6 - f u n c t i o n i n t i m e . By v i r t u e o f t h e p e r i o d i c i t y , 
t h e spec t rum of t h e f l u x i s e q u i d i s t a n t : ωn = n. ∆ = 2 π n / T . Tak ing i n t o accoun t f u r t h e r 
that the sum of ∑T

1 sin 2π θi. ~ T1/2, we obtain the following estimate for the amplitude of 
the perturbation harmonic and the non-renormalized frequency of the phase oscillations: 

( 2 . 11 .14 ) 

Since the value ΩΦ depends on T, it cannot determine the characteristic time for the development 
of stochasticity, and that implies also K-entropy (see above). Renormalization 
w i t h a power of n g i v e s : Ωn

Φε ~ Ωn
Φ • (ΩΦ∑ / ∆ ) , o r : 

( 2 . 11 .15 ) 

The dependence on T d i s a p p e a r s when n = 4 and we t h u s a r T i v e a t a " t y p i c a l " e s t i m a t e 
( 2 . 1 1 . 3 ) f o r a s p e c i a l c a s e of t h e quas i - r andom model ( 2 . 1 1 . 1 1 ) . 

L e t u s f i n d t h e phase c o r r e l a t i o n s f o r t h i s mode l . I t i s n o t d i f f i c u l t t o f i n d ou t 
t h a t t h e y a r e g i v e n by t h e same e s t i m a t e of ( 2 . 1 1 . 1 0 ) a s f o r t h e b a s i c model ( 2 . 1 1 . 1 ) . 
The s o l e d i f f e r e n c e l i e s i n t h e f a c t t h a t f o r t h e q u a s i - r a n d o m model t h i s e s t i m a t e i s 
valid for any k, and also when k → 0 (changeover to flux). In reality the only requirement 
in order to obtain (2.11.9) and (2.11.10) is that the quantity Sn(ψ) be the sum of 
the random functions (2.11.7). However, this is automatically provided for in the quasirandom 
model for any k (2.11.11), provided the stochasticity criterion is satisfied in a 
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p e r i o d T [kT3 / 2 1 ; s e e ( 2 . 1 1 . 1 4 ) ] . Us ing ( 2 . 1 1 . 1 0 ) and ( 2 . 1 1 . 1 4 ) we a g a i n a r r i v e a t a 
" t y p i c a l " e s t i m a t e ( 2 . 1 1 . 3 ) . 

Le t u s now t u r n t o t h e c a l c u l a t i o n o f t h e d i f f u s i o n c o e f f i c i e n t o f t h e f l u x . As shown 
i n t h e p r e v i o u s p a r a g r a p h , f o r t h i s i t i s s u f f i c i e n t t o f i n d t h e s e c o n d moment <(∆I)2

1>. 
Le t t h e v a r i a t i o n o f I b e g i v e n by t h e e q u a t i o n : 

( 2 . 1 1 . 1 6 ) 

where the quantities ωn(t), θn(t) slowly vary under the action of the perturbation during 
a time ~ τcor. Since ωn in fact signifies the differences of resonance frequencies, it 
w i l l be c o n v e n i e n t f o r u s t o c o n s i d e r t h a t t h e y may b e b o t h p o s i t i v e and n e g a t i v e : 
- Ω l < ω < Ω2. I n w h a t f o l l o w s we s h a l l assume f o r t h e s a k e o f s i m p l i c i t y t h a t t h e b a s i c 
p a r t o f t h e s p e c t r u m i s s i t u a t e d s y m m e t r i c a l l y t o t h e r e s o n a n c e : Ω1 ~ Ω2 ~ ωmax• The 
stochasticity of the flux (2.11.16) corresponds to the condition Τcor • ∆o ≤ 1, where ∆o 

is the mean distance between the lines of the spectrum ωn. 

When t « τcor t h e s p e c t r u m can b e c o n s i d e r e d t o b e d i s c r e t e . We f i n d : 

( 2 . 1 1 . 1 7 ) 

whence 

( 2 . 1 1 . 1 8 ) 

L e t u s f i r s t o f a l l c o n s i d e r t h e most s i m p l e c a s e o f a d i s c r e t e s p e c t r u m -- a n 
e q u i d i s t a n t s p e c t r u m (ωn = ±n • ∆0), c o r r e s p o n d i n g t o p e r i o d i c m o t i o n w i t h a p e r i o d o f 
T = 2π/∆0. Let us further assume that in the limit N → ∞ (∆0 → 0) the phases θn are distributed 
in a circle "randomly", uniformly and independently of Fn. The last condition is 
f u l f i l l e d , i n p a r t i c u l a r , f o r s u f f i c i e n t l y c o n t i n u o u s dependence o f Fn on n . Then t h e 
second sum (∑2) i n ( 2 . 1 1 . 1 8 ) i s e q u a l t o z e r o and < c o s 2 [(ωn t / 2 ) + θ n ] > = 1/2. 

The f i r s t sum i s t r a n s f o r m e d i n t h e u s u a l way i n t o a n i n t e g r a l ( s e e f o r example 
Ref. 4 9 ) : 

( 2 . 1 1 . 1 9 ) 

whence t h e d i f f u s i o n c o e f f i c i e n t 

( 2 . 1 1 . 2 0 ) 

where 

( 2 . 1 1 . 2 1 ) 
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i s t h e s p e c t r a l d e n s i t y o f t h e p e r t u r b a t i o n . Le t u s n o t e t h a t t h e v a l u e J ( ω ) remains 
approx j jna te ly c o n s t a n t when t h e r e i s l o c a l t r a n s f o r m a t i o n of t h e form of t h e spec t rum, f o r 
i n s t a n c e upon t r a n s i t i o n from a d i s c r e t e t o a c o n t i n u o u s s p e c t r u m , p r o v i d e d t h e f requency 
v a r i a t i o n i s n o t v e r y b i g . Hence i t f o l l o w s , i n p a r t i c u l a r , t h a t e x p r e s s i o n ( 2 . 1 1 . 2 0 ) f o r 
t h e d i f f u s i o n c o e f f i c i e n t i s u n i v e r s a l . The o t h e r r e l a t i o n s sometimes men t ioned i n t h e 
l i t e r a t u r e i n t h e f i n a l a n a l y s i s can be t r a n s f o r m e d i n t o t h e form of ( 2 . 1 1 . 2 0 ) . For 
i n s t a n c e , i n Ref. 74 t h e d i f f u s i o n c o e f f i c i e n t i s d e t e r m i n e d by t h e sum ( i n our s y m b o l s ) : 
D ~ ∑n F2

n V(ωn), where V(ω) is the spectrum of the correlation function. In this case, 
however, Fn defines a spectral line of finite width ~ τ-1

cor, so that the sum ∑n F2
n • V(ωn) ~  

~ J ( 0 ) i s s imply t h e r e n o r m a l i z a t i o n o f t h e s p e c t r u m . 

Another example i s connec t ed w i t h t h e e x t e n s i o n o f e x p r e s s i o n s ( 2 . 1 1 . 2 0 ) and (2 .11 .21 ) 
t o t h e c a s e of a comple t e s e t o f r e s o n a n c e s ( S e c t i o n 2 . 7 ) , when t h e a m p l i t u d e s Fmn a r e o f a 
d i f f e r e n t o r d e r f o r d i f f e r e n t v a l u e s o f m, a l t h o u g h t h e c o r r e s p o n d i n g f r e q u e n c i e s ωmn may 
be v e r y n e a r . In t h i s c a s e one can d i v i d e t h e components o f t h e sum ( 2 . 1 1 . 1 9 ) ( t h i s t ime 
ove r m,n) i n t o g r o u p s , i n which t h e Fmn f u n c t i o n s a r e f a i r l y smooth. R e l a t i o n ( 2 . 1 1 . 1 9 ) 
i s v a l i d f o r each o f s u c h g r o u p s , b u t t h e g e n e r a l r e s u l t i s g i v e n by t h e s u m 4 6 ) : 

( 2 . 11 .21a ) 

which a s u s u a l s i g n i f i e s t h e s p e c t r a l d e n s i t y o f t h e p e r t u r b a t i o n . 

The r e s u l t ( 2 . 1 1 . 2 0 ) was f i r s t o b t a i n e d , a p p a r e n t l y , by Bogolyubov 71). S t r i c t l y 
s p e a k i n g i t i s v a l i d o n l y i n t h e l i m i t N → ∞, b u t i t can a l s o be u sed a p p r o x i m a t e l y f o r 
f i n i t e , s u f f i c i e n t l y l a r g e N. However, i n t h e l a t t e r c a s e t h e r e i s a l i m i t a t i o n on t h e 
maximum p e r m i s s i b l e t i n e : 

( 2 . 1 1 . 2 2 ) 

where ωmin ~ ∆o. For g r e a t e r t i m e s ( t • ∆o » 1 ) e x p r e s s i o n ( 2 . 1 1 . 1 9 ) becomes i n v a l i d , b u t 
from ( 2 . 1 1 . 1 7 ) i t can be seen t h a t t h e mot ion i s i n t h a t c a s e p e r i o d i c (ωn = ± n ∆ 0 ) , so t h a t 
t h e k i n e t i c e q u a t i o n i s o f c o u r s e i n a p p l i c a b l e . 

I n o r d e r t o comple t e t h e p i c t u r e a lower l i m i t was added t o ( 2 . 1 1 . 2 2 ) ; i n t h e p r e s e n t 
c a s e ( 2 . 1 1 . 1 9 ) τmin ~ ω-1

max, where ωmax i s t h e w i d t h o f t h e p e r t u r b a t i o n s p e c t r u m , connec ted 
by t h e u n c e r t a i n t y r e l a t i o n (ωmax • τin ~ 1) t o t h e d u r a t i o n of t h e i n t e r a c t i o n τin - - one 
o f t h e c h a r a c t e r i s t i c t i m e s c a l e s i n t r o d u c e d by Bogolyubov 54)*). Fo r o u r b a s i c model 
τin = 0 . When t ≤ τin, e x p r e s s i o n ( 2 . 1 1 . 1 9 ) i s d e t e r m i n e d by t h e whole p e r t u r b a t i o n 
spec t rum and n o t o n l y by t h e v a l u e F 0 . T h i s l e a d s t o t h e d i f f u s i o n c o e f f i c i e n t depending 
on t i m e , i . e . dynamic c o r r e l a t i o n s make t h e i r a p p e a r a n c e and t h e FPK e q u a t i o n i s n o l o n g e r 
v a l i d . 

*) I n t h e g e n e r a l c a s e t h i s s c a l e i s d e t e r m i n e d by t h e c o r r e l a t i o n t i m e τΛ ( s e e b e l o w ) . 
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The requirements for the phases θn formulated above are essential, at least the uniformity. 
The elementary model (2.11.1) with k « 1 (Kolmogorov stability) will serve as 
a most s imple example . Whatever t h e l e n g t h o f t h e i n t e r v a l ( p e r t u r b a t i o n p e r i o d ) o f T → ∞, 
t h e k i n e t i c e q u a t i o n w i l l n o t be a p p l i c a b l e t o t h i s s y s t e m , s i n c e i t i s n o t s t o c h a s t i c . 
Even i n t h e s t o c h a s t i c c a s e t h e v a l u e o f t h e d i f f u s i o n c o e f f i c i e n t , g e n e r a l l y s p e a k i n g , 
depends c o n s i d e r a b l y on t h e p h a s e r e l a t i o n s be tween t h e r e s o n a n c e s , a s w i l l b e d i r e c t l y 
s e e n from t h e examples g i v e n be low. 

The r e q u i r e m e n t f o r " randomness" o f t h e p h a s e s θn can be r e p l a c e d , chang ing o v e r t o 
the general case of a discrete spectrum, by a requirement for "randomness" of the frequen 
cies ωn. Let ∆ωr characterize the order of the "random" displacement of the line of the 
e q u i d i s t a n t s p e c t r u m . Then t h e a d d i t i o n a l p h a s e d i s p l a c e m e n t s ∆θn ~ t . ∆r, and f o r 
t > ∆ω-1

r, t h e p h a s e s become "random". I t i s e v i d e n t t h a t i n t h i s c a s e t h e lower l i m i t 
o f t h e k i n e t i c i n t e r v a l ( 2 . 1 1 . 2 2 ) i s : 

( 2 . 1 1 . 2 2 a ) 

I n p a r t i c u l a r , i n o r d e r t o o b t a i n t h e maximum i n t e r v a l i t i s n e c e s s a r y t h a t ∆ωr ~ ωmax. 

On t h e o t h e r h a n d , f o r any ∆ωr t h e p h a s e s become random a s y m p t o t i c a l l y when t → ∞. 
The i n t e r e s t i n g t h e o r e m o f Kac 72) r e l a t e s t o t h i s c a s e ; i t s t a t e s t h a t t h e sum 

( 2 . 1 1 . 2 3 ) 

i s an a s y m p t o t i c a l l y (N → ∞, t → ∞) random q u a n t i t y , d i s t r i b u t e d n o r m a l l y w i t h t h e p a r a m e t e r s 
( 0 , 1 ) (mean and d i s p e r s i o n ) , p r o v i d e d t h e f r e q u e n c i e s ωn a r e l i n e a r l y i n d e p e n d e n t , i . e . i f 
∑n λn ωn ≠ 0; λn ≠ 0 are intergers In this c o n n e c t i o n i t s h o u l d be n o t e d t h a t t h e measure 
o f t h e l i n e a r l y d e p e n d e n t f r e q u e n c i e s i s e q u a l t o z e r o 20). 

For the kinetic equation to be valid it is necessary, however, for the following condition 
to be fulfilled (also when going to the limit N → ∞): 

( 2 . 1 1 . 2 4 ) 

I t would be n a t u r a l t o c a l l j u s t s u c h a s p e c t r u m ( i n t h e l i m i t ∆0 → 0) c o n t i n u o u s . I t 
i s a s l i g t h l y s t r o n g e r p r o p e r t y t h a n weak mix ing ( S e c t i o n 2 . 3 ) . The l a t t e r i s e q u i v a l e n t 
t o a c o n t i n u o u s s p e c t r u m i n t h e s e n s e t h a t t h e r e i s no e i g e n f u n c t i o n o f L i o u v i l l e ' s 
e q u a t i o n 2 6 ) * ) From t h e r e s u l t s of t h i s p a r a g r a p h i t f o l l o w s t h a t a c o n t i n u o u s spec t rum 
w i t h c o n d i t i o n ( 2 . 1 1 . 2 4 ) l e a d s n o t o n l y t o a d e c r e a s e o f p a i r a u t o - c o r r e l a t i o n s b u t a l s o 
t o i n t e g r a b i l i t y o f t h e c o r r e l a t i o n c o e f f i c i e n t , i . e . i t e n s u r e s t h e v a l i d i t y o f t h e 
k i n e t i c e q u a t i o n ( s e e b e l o w ) . In what f o l l o w s , t h e t e r m c o n t i n u o u s s p e c t r u m s h o u l d be 
u n d e r s t o o d t o mean w i t h c o n d i t i o n ( 2 . 1 1 . 2 4 ) . 

*) A p p a r e n t l y t h i s i s e q u i v a l e n t a l s o t o t h e g e n e r a l n o t i o n o f a c o n t i n u o u s s p e c t r u m 
(∆0 → 0) w i t h o u t a d d i t i o n a l c o n d i t i o n s imposed i n t h e p h a s e s o r f r e q u e n c i e s . 
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By virtue of the foregoing, inequality (2.11.24) can be called the continuity condition 
of the sequence ωn. The latter is also equivalent to the notion of a completely 
u n i f o r m l y d i s t r i b u t e d s e q u e n c e ( S e c t i o n 2 . 3 ) . 

Thus , f o r t h e k i n e t i c e q u a t i o n t o b e a p p l i c a b l e i n a d i s c r e t e s p e c t r u m t h e s e t o f 
f r e q u e n c i e s ωn ( o r p h a s e s θn) must be " c o n t i n u o u s " . L e t u s s e e wha t t h i s c o n d i t i o n means 
i n t e rms o f t h e t i m e dependence o f t h e p e r t u r b a t i o n F ( t ) = d I / d t ( 2 . 1 1 . 1 6 ) . We r e q u i r e 
t h e q u a n t i t y ( ∆ I ) 2 = (∫F d t ) 2 = ∫ F ( t ) F ( t ' ) d t d t ' t o v a r y a p p r o x i m a t e l y i n p r o p o r t i o n t o 
time in some interval (2.11.22). Let us introduce the autocorrelation coefficient*) 

( 2 . 1 1 . 2 5 ) 

by means of which t h e second moment can b e p r e s e n t e d , a s u s u a l , i n t h e form: 

( 2 . 1 1 . 2 6 ) 

As i n t h e c a s e o f d i s c r e t e t i m e ( S e c t i o n 2 . 1 0 ) t h e l a t t e r i n t e g r a l s h o u l d conve rge and 
s h o u l d n o t depend on tl, t [ i n t h e i n t e r v a l ( 2 . 1 1 . 2 2 ) ] . I n t h e s p e c i a l c a s e : 

( 2 . 1 1 . 2 7 ) 

we o b t a i n 

( 2 . 1 1 . 2 8 ) 

where t h e b a r , a s u s u a l , means a v e r a g i n g i n t i m e . The l a t t e r e x p r e s s i o n i s v a l i d when 
t τΛ. **) and t h u s t h e lower boundary o f i n t e r v a l ( 2 . 1 1 . 2 2 ) i s now d e t e r m i n e d by t h e 
c o r r e l a t i o n t i m e : 

( 2 . 1 1 . 2 9 ) 

T h i s i n e q u a l i t y i s a n e c e s s a r y and s u f f i c i e n t c o n d i t i o n f o r t h e v a l i d i t y o f t h e 
kinetic equation for a discrete spectrum; it simply means that the interval (2.11.22) is 
non-null. For "typical" perturbation with "random" phases θn the correlation time becomes 
m i n i m a l : τΛ ~ ω-1

max 

*) The i n d e x "Λ" s i g n i f i e s t h e l i n e a r mode l . The c o r r e l a t i o n c o e f f i c i e n t f o r a f l u x i s 
u s u a l l y c a l l e d t h e c o r r e l a t i o n f u n c t i o n ; we r e t a i n t h e t e r m " c o r r e l a t i o n c o e f f i c i e n t " , 
however , b e c a u s e i t i s c o n v e n i e n t t o h a v e a s i n g l e d e s i g n a t i o n . 

**) For c o n t i n u o u s l y a c t i n g p e r t u r b a t i o n . F o r e x a m p l e , f o r a q u a s i - r a n d o m model w i t h a 
k i c k d u r a t i o n o f τin and an i n t e r v a l be tween k i c k s of τ0 we o b v i o u s l y h a v e τ m i n ~ τo, 
although τΛ ~ τin « τo. However, in this case also the correlation time can be considered 
to be ~ τo, since during this time the perturbation is equal to zero; the 
c o r r e l a t i o n c o e f f i c i e n t ( 2 . 1 1 . 2 3 ) , however , v a n i s h e s f o r τ0 > u > τin by v i r t u e o f t h e 
p e c u l i a r i t y of i t s d e f i n i t i o n . 
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By compar ing e x p r e s s i o n s ( 2 . 1 1 . 2 9 ) and ( 2 . 1 1 . 2 2 a ) we a r r i v e a t t h e i n t e r e s t i n g 
e s t i m a t e : 

( 2 . 1 1 . 3 0 ) 

which shows t h a t t h e "random" d i s p l a c e m e n t o f t h e l i n e ∆ωr f i l l s t h e r o l e of i t s e f f e c t i v e 
w i d t h ( i n t h e d i s c r e t e s p e c t r u m ! ) . 

So f a r we h a v e c o n s i d e r e d t h e d i s c r e t e s p e c t r u m , i . e . p e r t u r b a t i o n ( 2 . 1 1 . 1 6 ) w i t h 
c o n s t a n t f r e q u e n c i e s ωn and p h a s e s n. Such a c a s e o c c u r s , f o r e x a m p l e , i n a p u r e l i n e a r 
s y s t e m , s a y i n a s y s t e m o f l i n e a r o s c i l l a t o r s w i t h l i n e a r c o u p l i n g . Such a s y s t e m i s 
c e r t a i n l y n o n - e r g o d i c , s i n c e i t can be t r a n s f o r m e d i n t o n o r m a l c o o r d i n a t e s , i . e . i n t o a 
s y s t e m o f i n d e p e n d e n t o s c i l l a t o r s . N e v e r t h e l e s s , i t i s p o s s i b l e f o r s u c h a s y s t e m t o have 
t h e s t a t i s t i c a l b e h a v i o u r d e s c r i b e d by t h e k i n e t i c e q u a t i o n , i n t h e i n t e r v a l ( 2 . 1 1 . 2 2 ) . 
F o r t h e r e a s o n s g i v e n , t h e c a s e o f a d i s c r e t e s p e c t r u m w i l l b e c a l l e d t h e l i n e a r 
( s t a t i s t i c a l ) m o d e l . As a l r e a d y n o t e d , s u c h a model was f i r s t i n t r o d u c e d by Bogolyubov 71) 

and a t p r e s e n t i s t h e most w i d e s p r e a d i n s t a t i s t i c a l m e c h a n i c s ( s e e f o r i n s t a n c e Ref. 4 9 ) . 
T h i s model w i l l be more t h o r o u g h l y d i s c u s s e d i n S e c t i o n 2 . 1 3 a n d we w i l l do n o more t h a n 
n o t e i n p a s s i n g t h a t i t b e a r s no r e l a t i o n t o t h e e r g o d i c t h e o r y a n d i t s main drawback i s 
a n uppe r t i m e l i m i t ( 2 . 1 1 . 2 2 ) . 

The uppe r l i m i t o f t h e i n t e r v a l ( 2 . 1 1 . 2 2 ) i s o f t e n c a l l e d t h e P o i n c a r é c y c l e and i s 
b e l i e v e d t o be c o n n e c t e d w i t h h i s r e c u r r e n c e t h e o r e m . T h i s c o n c l u s i o n i s v a l i d , however , 
a s we s h a l l s e e , o n l y i n t h e c a s e o f a d i s c r e t e s p e c t r u m , i . e . f o r a l i n e a r m o d e l . Tak ing 
into account the non-linearity and the resulting stochasticity, the spectrum becomes continuous 
and the upper time limit (2.11.22) no longer exists. 

L e t u s make a more d e t a i l e d s t u d y of t h e f o r e g o i n g c a s e . L e t u s r e p r e s e n t t h e 
p e r t u r b a t i o n F ( t ) i n t h e form 

( 2 . 1 1 . 3 1 ) 

where f ( t ) i s t h e g i v e n e x t e r n a l f o r c e ( d i v i d e d by t h e f r e q u e n c y ) h a v i n g a d i s c r e t e 
( i n p a r t i c u l a r e q u i d i s t a n t ) s p e c t r u m w i t h a mean d i s t a n c e be tween l i n e s o f ∆; V ( t ) i s t h e 
v e l o c i t y of t h e o s c i l l a t o r . I t i s o b v i o u s t h a t t h e f o r m a t i o n o f a c o n t i n u o u s s p e c t r u m i s 
c o n n e c t e d p r e c i s e l y w i t h t h e l a s t q u a n t i t y V ( t ) = V 0 ( t ) • c o s Φ ( t ) a n d i s t h e r e s u l t o f 
t h e mix ing p r o c e s s i n t h e p h a s e Φ ( t ) . 

Taking i n t o a c c o u n t t h e f a c t t h a t f o r s m a l l p e r t u r b a t i o n V 0 ( t ) v a r i e s i n s i g n i f i c a n t l y 
a s compared t o t h e p h a s e , t h e v e l o c i t y c o r r e l a t i o n c a n be e x p r e s s e d t h r o u g h t h e p h a s e 
c o r r e l a t i o n ( 2 . 1 1 . 5 ) : 

( 2 . 1 1 . 3 2 ) 

An e x p l i c i t e s t i m a t e o f t h e l a t t e r c o r r e l a t i o n c o e f f i c i e n t c a n n o t be g i v e n i n t h e g e n e r a l 
fo rm, b u t from t h e c o n s i d e r a t i o n men t ioned a t t h e b e g i n n i n g o f t h i s s e c t i o n i t f o l l o w s t h a t 
ρu

(2) d e c r e a s e s w i t h u e x p o n e n t i a l l y w i t h a c h a r a c t e r i s t i c t i m e , d e t e r m i n e d by t h e " t y p i c a l " 
e s t i m a t e o f t h e K - e n t r o p y ( 2 . 1 1 . 3 ) . 
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The p e r t u r b a t i o n c o r r e l a t i o n s F ( t ) d e p e n d , g e n e r a l l y s p e a k i n g , i n a c o m p l i c a t e d way 
on t h e l i n e a r c o r r e l a t i o n s ( 2 . 1 1 . 2 5 ) of t h e f o r c e f ( t ) and t h e n o n - l i n e a r c o r r e l a t i o n of 
t h e v e l o c i t y V ( t ) ( 2 . 1 1 . 3 2 ) . L e t u s c o n s i d e r t h e two l i m i t i n g c a s e s . 

F i r s t l e t 

( 2 . 1 1 . 3 3 ) 

We w i l l c a l l t h i s c a s e q u a s i - l i n e a r by a n a l o g y w i t h t h e c o r r e s p o n d i n g a p p r o x i m a t i o n i n 
plasma wave theory 56). In this approximation the correlations are determined by the external 
force: ρ(F,F') = ρ(f,f ') when u T[f = f(t); f' = f(t + μ)] and decrease with a 
c h a r a c t e r i s t i c t i m e τΛ ( s e e a b o v e ) . When u T t h e l i n e a r c o r r e l a t i o n s ρ ( f , f ' ) i n c r e a s e 
a g a i n on a c c o u n t o f t h e q u a s i - p e r i o d i c i t y o f f ( t ) . I n t h e s i m p l e c a s e o f a p e r i o d i c f o r c e 
f(t), the correlation coefficient ρ(f,f') is also periodic. This leads to a strong increase in 
linear correlations in the intervals: kT < u < kT + τΛ; k = I, 2, .... It is 
h e r e t h a t t h e v e l o c i t y c o r r e l a t i o n : ρ ( F , F ' ) ≈ ρ ( V , σ ' ) becomes s i g n i f i c a n t w i t h a characterestic 
time τcor ~ h-1 (2.11.3). The schematic variation of the total correlation coefficient 
is shown in Fig. 2.11.2 as a continuous line; the dotted line represents the 
n o n - l i n e a r c o r r e l a t i o n s ρ ( V , V ' ) . 

I t can be s a i d t h a t i n t h e q u a s i - l i n e a r c a s e t h e r e i s a r e g i o n of a p p l i c a b i l i t y of 
t h e l i n e a r mode l , c o n f i r m e d f o r t > T by t h e n o n - l i n e a r mode l . 

In t h e o p p o s i t e l i m i t i n g c a s e 

( 2 . 1 1 . 3 4 ) 

the linear model is not applicable at all, but the decrease of the correlations is characterized 
by the dotted line in Fig. 2.11.2, provided the following additional condition is 
f u l f i l l e d 

( 2 . 1 1 . 3 5 ) 

The physical meaning of this condition is that there must be several renormalized resonances 
which destroy each other. In the opposite case only one renormalized resonance is 
formed and t h e maximum p e r t u r b a t i o n f r e q u e n c y ~ ωmax « ΩΦ∑, s o t h a t o n l y a n a r r o w 
s t o c h a s t i c l a y e r forms n e a r t h e s e p a r a t r i x of t h i s r e s o n a n c e ( 2 . 6 . 1 6 ) . 

Le t us n o t e t h a t c o n d i t i o n s ( 2 . 1 1 . 3 5 ) , ( 2 . 1 1 . 3 3 ) and ( 2 . 1 1 . 3 4 ) , a r e g e n e r a l l y 
s p e a k i n g i n d e p e n d e n t , s i n c e τ-1

Λ ~ ∆ωr ≤ ωmax. But f o r " t y p i c a l " ("random") i n i t i a l p h a s e s 
θn we have: ∆ωr ~ ωmax, so that the developed stochasticity corresponds only to the quasilinear 
case (2.11.33). 

I n c o n c l u s i o n , l e t u s c o n s i d e r a few examples o f c a l c u l a t i n g t h e d i f f u s i o n c o e f f i c i e n t . 

Le t u s b e g i n w i t h t h e b a s i c model ( 2 . 1 . 1 1 ) which was t h o r o u g h l y s t u d i e d i n t h e p r e v i o u s 
S e c t i o n . Le t u s e x p r e s s t h e d i f f u s i o n c o e f f i c i e n t f o r i t t h r o u g h t h e c o n t i n u o u s t i m e ( f l u x ) 
p a r a m e t e r s , i n t r o d u c i n g t h e δ - f u n c t i o n i n t o t h e t r a n s f o r m a t i o n . L e t u s assume h θ ( θ ) = c o s θ 
= cos ωt t o be d e f i n i t e , t h e n Fn = ε / T , and from ( 2 . 1 1 . 2 0 ) we o b t a i n : 
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F i g . 2 . 1 1 . 2 : Schema t i c d i a g r a m o f t h e a u t o c o r r e l a t i o n s o f t h e perturbation 
F(t) in the quasi-linear case. The dotted curve represents the nonlinear 
correlations ρ(V,V') with a characteristic time ~ h-1 ~ ΩΦ

-4/3 • ∆0
1/3; 

t h e c o n t i n u o u s c u r v e r e p r e s e n t s t h e t o t a l c o r r e l a t i o n s ρ ( F , F ' ) , d e t e r m i n e d 
i n t h e i n t e r v a l o f a p p l i c a b i l i t y o f t h e l i n e a r model ( t < T) by t h e l i n e a r 
c o r r e l a t i o n s ρ ( f , f ) w i t h a c h a r a c t e r i s t i c t i m e τΛ ~ ∆ω-1

r. 

( 2 . 1 1 . 3 6 ) 

which a g r e e s e x a c t l y w i t h ( 2 . 1 0 . 1 2 ) , i f i t i s t a k e n i n t o a c c o u n t t h a t T c h a r a c t e r i z e s t h e 
d u r a t i o n of one s t e p . 

The d i f f u s i o n c o e f f i c i e n t can be e s t i m a t e d i n a n o t h e r way, which c a n be u s e f u l i n 
some c a s e s . Keeping i n mind t h e p i c t u r e o f " t o u c h i n g " r e n o r m a l i z e d r e s o n a n c e s , we can 
w r i t e : 

( 2 . 1 1 . 3 7 ) 

The i n d e x ω shows t h a t t h e d i f f u s i o n c o e f f i c i e n t i s o b t a i n e d a c c o r d i n g t o t h e f r e q u e n c y . 
The l a t t e r e x p r e s s i o n shows t h a t i t agTees i n o r d e r o f m a g n i t u d e w i t h ( 2 . 1 1 . 3 6 ) . 

The f i r s t o f t h e e s t i m a t e s ( 2 . 1 1 . 3 7 ) i s v a l i d f o r a n y " t y p i c a l " s y s t e m , and t h e 
s econd o n l y f o r r e s o n a n c e s i n t h e f i r s t h a r m o n i c : pω = q ; p = 1 . Comparing i t w i t h t h e 
" t y p i c a l " e s t i m a t e o f K - e n t r o p y ( 2 . 1 1 . 3 ) , we a r r i v e i n t h i s c a s e a t a n i n t e r e s t i n g r e l a t i o n : 

( 2 . 1 1 . 3 7 a ) 
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L e t u s n o t e t h a t i f ω i s n o t a c a n o n i c a l v a r i a b l e i t i s n e c e s s a r y t o change o v e r t o 
t h e I d i f f u s i o n c o e f f i c i e n t : DI ≡ D = Dω • ( d I / d ω ) 2 , b e f o r e i n s e r t i n g i t i n t h e k i n e t i c 
e q u a t i o n . 

L e t u s c o n s i d e r t h e quas i - r andom model 

m o d i f i e d s o a s t o o b t a i n t h e r e s o n a n c e s o f t h e pth h a r m o n i c : pω = qΩ, where ω = 2πφ/T; 
Ω = 2 π / T . The d i s t a n c e between r e s o n a n c e s , i . e . b e t w e e n t h e v a l u e s o f t h e p e r t u r b a t i o n 
f r e q u e n c y : ∆0 = 2 π / T . In t e rms o f c o n t i n u o u s t i m e [compare w i t h ( 2 . 1 1 . 1 4 ) ] we h a v e : 
Ω2

Φ ~ p F o ~ pk/√T; (∆ω)2
h ~ k/p√T. R e n o r m a l i z a t i o n g i v e s ( 2 . 1 1 . 3 a ) : Ω∑ ~ (pk) 2 / 3 ; 

(∆ω)∑ ~ k 2 / 3 . p - 1 / 3 . Us ing t h e g e n e r a l e s t i m a t e ( 2 . 1 1 . 3 7 ) we f i n d : Dω ~ (∆ω)2
∑ Ω∑ ~ k 2 , 

w h i c h a g r e e s i n o r d e r o f magni tude w i t h t h e g e n e r a l f o r m u l a e [ ( 2 . 1 1 . 2 0 ) and ( 2 . 1 1 . 2 1 ) ] : 
Dω ~ F2

o /∆o ~ k 2 . 

L e t u s now s t u d y t h e d i f f u s i o n by p e r i o d i c c r o s s i n g o f t h e r e s o n a n c e . 

The s i m p l e s t c a s e i s f a s t c r o s s i n g o f t h e r e s o n a n c e , w h i c h i s d e s c r i b e d by transformation ( 2 . 9 . 7 ) o f t h e b a s i c model t y p e . From e x p r e s s i o n 
( 2 . 1 0 . 1 2 ) we f i n d d i r e c t l y ( f o r symbo l s s e e S e c t i o n 2 . 9 ) : 

( 2 . 1 1 . 3 8 ) 

o r i n t h e f l u x p a r a m e t e r s : 

( 2 . 1 1 . 3 9 ) 

The l a t t e r e s t i m a t e a g r e e s w i t h t h e g e n e r a l e x p r e s s i o n ( 2 . 1 1 . 2 0 ) . Hawever , t h e r e g i o n 
of applicability of this expression, as for the previous example, is determined by the condition 
t > T = 2π/Ω0, so that the quasi-linear region in the present case is completely 
a b s e n t b e c a u s e o f t h e s p e c i a l p h a s e r e l a t i o n s b e t w e e n t h e r e s o n a n c e s . 

F o r s low c r o s s i n g o f t h e r e s o n a n c e t h e f r e q u e n c y c h a n g e i s a l m o s t c o n s t a n t and a l m o s t 
r e v e r s i b l e ( S e c t i o n 1 . 5 ) . Le t u s t h e r e f o r e c o n s i d e r t h e t o t a l f r e q u e n c y change ∆ω± p e r 
m o d u l a t i o n p e r i o d , i . e . a f t e r two c r o s s i n g s ( t h e r e and b a c k ) . From e x p r e s s i o n ( 2 . 9 . 1 0 ) we 
f i n d 

( 2 . 1 1 . 4 0 ) 

S i n c e t h e ε d i s t r i b u t i o n i s now a l r e a d y c o m p l e t e l y n o n - u n i f o r m ( s e e S e c t i o n 2 . 9 ) , w i t h o u t 
f u r t h e r c a l c u l a t i o n one can o b t a i n o n l y t h e e s t i m a t e : 
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( 2 . 1 1 . 4 1 ) 
Here the numerical factor takes into account the number of combinations from the logarithmic 
terms in (2.11.40). 

L e t u s n o t e t h a t f o r s low c r o s s i n g t h e dependence o f t h e d i f f u s i o n c o e f f i c i e n t on t h e 
p a r a m e t e r s ( 2 . 1 1 . 4 1 ) i s r o u g h l y t h e i n v e r s e o f what i t i s f o r f a s t c r o s s i n g ( 2 . 1 1 . 3 9 ) . I n 
particular there is the seemingly paradoxical result that the diffusion coefficient decreases 
with the increase of the perturbation. The explanation is that the parameter V 
d e c r e a s e s s i m u l t a n e o u s l y ( w i t h a g i v e n ) , and w i t h i t a l s o t h e p h a s e i n t e r v a l ε i n which 
a d i f f e r e n c e e f f e c t ( 2 . 1 1 . 4 0 ) e n s u e s . 

Thus f o r p e r i o d i c c r o s s i n g of t h e r e s o n a n c e t h e d i f f u s i o n r a t e a s a f u n c t i o n o f 
Ω2

k ~ F ( t h e p e r t u r b a t i o n ) o r V ( r a t e o f c r o s s i n g ) h a s i t s maximum i n t h e r e g i o n of V ~ 1 . 

Above, we i g n o r e d t h e p o s s i b i l i t y o f c a p t u r e upon s l o w c r o s s i n g o f t h e r e s o n a n c e . I n 
f a c t , when V → 0 c a p t u r e p l a y s a c o n s i d e r a b l e p a r t ( S e c t i o n 1 .6) and t h e d i f f u s i o n p r o c e s s 
becomes e x t r e m e l y c o m p l i c a t e d . On t h e one h a n d , a s a r e s u l t o f t h e d e c r e a s e i n t h e p h a s e 
o s c i l l a t i o n s t h e p r o c e s s i s found t o be p a r t l y r e v e r s i b l e and t h i s l e a d s t o a r e d u c t i o n of 
t h e d i f f u s i o n . On t h e o t h e r h a n d , s t a b l e c a p t u r e i s p o s s i b l e o n l y f o r one d i r e c t i o n of 
r e s o n a n c e c r o s s i n g , and t h i s c a u s e s a s y s t e m a t i c f r e q u e n c y d i s p l a c e m e n t . The b i g g e s t 
p o s s i b l e v a l u e o f t h e d i f f u s i o n c o e f f i c i e n t c a n , a p p a r e n t l y , b e e s t i m a t e d a s : 

( 2 . 1 1 . 4 2 ) 

I t d o e s n o t depend on t h e p e r t u r b a t i o n a t a l l . 

2 .12 Many-d imens iona l n o n - l i n e a r o s c i l l a t o r . A r n o l d d i f f u s i o n 

I n t h i s s e c t i o n we s h a l l t r y t o e x t e n d t h e r e s u l t s o b t a i n e d above t o a m a n y - d i m e n s i o n a l 
autonomous s y s t e m c o n s i s t i n g o f a number (N) o f weak ly c o u p l e d n o n - l i n e a r o s c i l l a t o r s . As 
n o t e d i n S e c t i o n 1 . 1 , a m a n y - d i m e n s i o n a l o s c i l l a t o r c a n be r e d u c e d i n a f i r s t a p p r o x i m a t i o n 
t o a o n e - d i m e n s i o n a l non-au tonomous o s c i l l a t o r o f t y p e ( 1 . 1 . 1 ) . S i n c e , a s Anosov 31) showed, 
a stochastic system is coarse*), the higher approximations cannot jeopardize the stochasticity 
or even substantially change its parameters. However, such a conclusion does not 
apply to the region of the Kolmogorov stability, where the many-dimensional system is considerably 
different from a one-dimensional one 20). 

L e t u s f i r s t c o n s i d e r a more a c c u r a t e t r a n s i t i o n t o a o n e - d i m e n s i o n a l o s c i l l a t o r i n a 
f i r s t a p p r o x i m a t i o n . The e s s e n t i a l d i f f e r e n c e from t h e g i v e n e x t e r n a l p e r t u r b a t i o n i s t h a t 
t h e p e r t u r b a t i o n f r e q u e n c i e s now a r e n o t c o n s t a n t , s i n c e t h e y r e p r e s e n t a c o m b i n a t i o n o f 
t h e f r e q u e n c i e s o f o t h e r n o n - l i n e a r o s c i l l a t o r s . 

*) i . e . s t r u c t u r a l l y s t a b l e ; a n o t i o n i n t r o d u c e d by Andronov and P o n t r y a g i n 8 4 ) . See a l s o 
Ref. 8 5 . 
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The main resonance of a many-dimensional oscillator is the so-called simple resonance, 
or resonance with a multiplicity of one, i.e. simply one resonant relation between 
a l l the frequencies: 

(2.12.1) 

T h i s r e l a t i o n d e f i n e s t h e s e r i e s o f i n t e r s e c t i n g s u r f a c e s ( f o r a r b i t r a r y i n t e g e r s n i ) i n 
t h e momentum s p a c e o r a beam of p l a n e s i n t e r s e c t i n g a t t h e o r i g i n i n t h e f r equency s p a c e . 
I n what f o l l o w s , f r equency s p a c e s h o u l d a lways be u n d e r s t o o d , u n l e s s a s p e c i a l r e s e r v a t i o n 
i s made. 

L e t u s w r i t e t h e e q u a t i o n s o f m o t i o n i n t h e form 

( 2 . 1 2 . 2 ) 

where H = ∑(n) (n) • ei(n,θ) i s t h e H a m i l t o n i a n ; a l l t h e q u a n t i t i e s w i t h o u t i n d i c e s and 
i n b r a c k e t s r e p r e s e n t N-d imens iona l v e c t o r s , a n d k , j = 1 , 2 , . . . , N . I g n o r i n g i n t h e 
f i r s t a p p r o x i m a t i o n t h e t e r m w i t h ∂ H / ∂ I k ( S e c t i o n 2 . 3 ) and i n t r o d u c i n g t h e r e s o n a n c e p h a s e : 

( 2 . 1 2 . 3 ) 

we c a n w r i t e n e a r one of t h e r e s o n a n c e s i n t h e a b s e n c e o f o v e r l a p p i n g : 

( 2 . 1 2 . 4 ) 

and t h e p h a s e e q u a t i o n i s : 

( 2 . 1 2 . 5 ) 

where Ω(n) is the phase oscillation frequency of the resonance concerned, which is determined 
by a certain mean non-linearity for all the oscillators. The phase oscillations 
change t h e p l a n e ( 2 . 1 2 . 1 ) i n t o a r e s o n a n t l a y e r w i t h a t h i c k n e s s o f 

( 2 . 1 2 . 6 ) 

where | (n) | i s t h e modulus o f t h e v e c t o r ( n ) . The l a t t e r e x p r e s s i o n g e n e r a l i z e s t h e 
n o t i o n o f t h e w i d t h o f a o n e - d i m e n s i o n a l r e s o n a n c e ( S e c t i o n 1 . 4 ) . 

A r e s o n a n c e w i t h a m u l t i p l i c i t y k o c c u t s when t h e r e i s s i m u l t a n e o u s f u l f i l m e n t o f k 
r e s o n a n t c o n d i t i o n s ( 2 . 1 2 . 1 ) , wh ich o c c u r s i n t h e r e g i o n o f i n t e r s e c t i o n o f k r e s o n a n t 
layers. The motion near the multiple resonance is described by a system of k phase equations 
of type (2.12.5): 
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( 2 . 1 2 . 7 ) 

where t h e i n d i c e s 1 , j = 1 , 2 , . . . , k s i g n i f y t h e n u n b e r o f t h e v e c t o r ( n ) , and t h e p h a s e 
f r e q u e n c i e s a r e g i v e n by t h e e x p r e s s i o n s : 

( 2 . 1 2 . 8 ) 

In p a r t i c u l a r , f o r s m a l l o s c i l l a t i o n s eiψj → ± ψj ( t h e s i g n d e p e n d s on t h e c h o i c e o f a 
stable or unstable fixed point respectively, see Section 1.4) and a system of linear equations 
is obtained. 

As a l r e a d y n o t e d , i n t h e s t o c h a s t i c c a s e t h e r e i s n o r e a s o n t o e x p e c t any new e f f e c t s , 
b u t i t i s o f i n t e r e s t t o o b t a i n many-d imens iona l e s t i m a t e s i n a more e x p l i c i t form. 

F i r s t l e t u s c o n s i d e r t h e t o t a l s e t o f r e s o n a n c e s and d e t e r m i n e t h e c r i t i c a l v a l u e of 
t h e smoothness p a r a m e t e r o f t h e ℓc ( S e c t i o n 2 . 7 ) . As i n t h e o n e - d i m e n s i o n a l c a s e i t depends 
on t h e c o n v e r g e n c e o f t h e sum ∑s ~ ∑(n) (∆ω)(n) ~ ∑(n) Ω(n)/|(n)|. As usual we sha11 consider 

o n l y f i r s t o r d e r r e s o n a n c e s and moreover r e s t r i c t o u r s e l v e s t o n o n - r e n o r m a l i z e d resonances. 
As e x p l a i n e d i n S e c t i o n 2 . 7 , i n t h i s way we o b t a i n t h e l o w e r e s t i m a t e f o r ℓc, 

which supplements Moser's upper estimate 20). What follows depends on the type of perturbation 
chosen. Let us study two cases. In the first we put: 

( 2 . 1 2 . 9 ) 

T h i s e x p r e s s i o n g e n e r a l i z e s t h e o n e - d i m e n s i o n a l ( 2 . 7 . 6 ) a n d means t h a t t h e smoothness of 
the perturbation is characterized independently for each degree of freedom by its own parameter 
ℓi. Inserting (2.12.9) in (2.12.6) and using (2.12.5) we find: 

( 2 . 1 2 . 1 0 ) 

where only the quantities on which the convergence of ∑s depends are left. The convergence 
is determined by the limit ni → ∞. For a given (ω) all ni α nk α | (n) |. Therefore the sum 

∑s α ∑ ( n ) nj
-(ℓj+3)/2 c o n v e r g e s , i f : 

( 2 . 1 2 . 1 1 ) 

which a g r e e s w i t h t h e r e s u l t o f S e c t i o n 2 . 7 f o r c o n t i n u o u s t i m e ( 2 . 7 . 3 1 ) . 

However, t h e p e r t u r b a t i o n can a l s o be d e t e r m i n e d o t h e r w i s e : 
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( 2 . 1 2 . 1 2 ) 

where | n | = ∑i | n i | . M o s e r a c c e p t e d j u s t t h i s d e t e r m i n a t i o n 2 8 ) ( s e e a l s o Ref . 2 0 ) . I t 
signifies that the combined derivatives of the force are continuous only up to number ℓ inclusive. 
The sum in which we are interested now takes the form: 

and c o n v e r g e s u n d e r t h e c o n d i t i o n : 

( 2 . 1 2 . 1 3 ) 

Comparing this value with Moser's result ), we find that the critical value of the smoothness 
of the perturbation lies in the interval: 

( 2 . 1 2 . 1 4 ) 

L e t u s n o t e t h a t t h e w i d t h of t h e i n t e r v a l f o r ℓc, which i s f i v e i f ℓ i s a r e a l number , and 
f o u r i f ℓ i s an i n t e g e r , a g r e e s w i t h t h e w i d t h f o r t h e o n e - d i m e n s i o n a l t r a n s f o r m a t i o n : 
l < ℓc ≤ 6 ( S e c t i o n 2 . 7 ) . T h i s q u e s t i o n w i l l be f u r t h e r d i s c u s s e d i n t h e s e c t i o n d e v o t e d 
t o n u m e r i c a l e x p e r i m e n t s ( S e c t i o n 3 . 3 ) . 

L e t u s now make a more a c c u r a t e e s t i m a t e of t h e b o r d e r o f s t o c h a s t i c i t y a c c o r d i n g t o 
t h e o v e r l a p p i n g o f t h e f i r s t o r d e r r e s o n a n c e s . We s h a l l l i m i t o u r s e l v e s t o t h e c a s e o f 
a l m o s t ha rmonic o s c i l l a t i o n s , i . e . we s h a l l assume t h a t i n a z e r o a p p r o x i m a t i o n t h e r e i s 
o n l y t h e b a s i c h a r m o n i c ωi f o r e a c h d e g r e e o f f r eedom, a n d t h e a m p l i t u d e o f t h e h i g h e r 
h a r m o n i c s n iω i- a r e of t h e o r d e r o f ε n i - 1 . 

L e t u s f u r t h e r assume t h a t an m - f o l d i n t e r a c t i o n t a k e s p l a c e * ) . When c a l c u l a t i n g t h e 
number o f f r e q u e n c i e s o f t h e p e r t u r b a t i o n (and of t h e r e s o n a n c e s ) o n l y t h o s e c o m b i n a t i o n s 
o f o s c i l l a t o r s w h i c h i n c l u d e t h e one whose m o t i o n i n t e r e s t s u s s h o u l d b e t a k e n i n t o a c c o u n t . 
Then i n a f i r s t a p p r o x i m a t i o n o v e r e t h e q u a n t i t y o f r e s o n a n c e s i s : 

( 2 . 1 2 . 1 5 ) 

T h i s e x p r e s s i o n i s e a s i l y e x t e n d e d t o t h e c a s e when t h e r e a r e n 0 f i r s t h a r m o n i c s o f comparable a m p l i t u d e : 

( 2 . 1 2 . 1 5 a ) 

In t h e s e c o n d a p p r o x i m a t i o n ( Ε 2 ) t h e number o f r e s o n a n c e s i n c r e a s e s c o n s i d e r a b l y f o r two 
r e a s o n s : f i r s t l y on a c c o u n t o f t h e h i g h e r h a r m o n i c s , and s e c o n d l y on a c c o u n t o f t h e 
a p p e a r a n c e i n e a c h o f t h e o s c i l l a t o r s o f t h e b a s i c h a r m o n i c o f a l l t h e r e s t . 

*) i . e . d i r e c t i n t e r a c t i o n o n l y be tween m d e g r e e s o f f r eedom. 
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The f i r s t e f f e c t can be i g n o r e d when 2m √ε < 1 . I n d e e d , i t i n c r e a s e s t h e number of 
r e s o n a n c e s 2 m - f o l d , b u t i n r e t u r n t h e w i d t h o f t h e r e s o n a n c e i s r e d u c e d by √ε t i m e s . In 
t h e o p p o s i t e c a s e (2m √ε » 1) t h e t o t a l w i d t h o f t h e r e s o n a n c e s i n c r e a s e s t h e maximum by 
2m! εm/2 ~ (m√ε)m • e - m t i m e s i n d e p e n d e n t l y o f N. T h i s e f f e c t i s n e g l e c t e d i n what 
f o l l o w s . 

The second e f f e c t i s t h e main one and i t l e a d s t o an i n c r e a s e o f t h e number o f resonances 
by m • 2m-1 n m - 1 / ( m - 1)! ~ Ni t i m e s , s o t h a t N2 ~ N2

1. S i m i l a r l y i t can be shown 
that Nk ~ Nk

1. It is not difficult to verify that the position of the border of stochasticity 
by order of magnitude is the same in any approximation. Indeed, ∑s

(k) α ωk/2 Nk α 
(√ε N1)k ~ 1 . The l a t t e r e s t i m a t e f o l l o w s from t h e f a c t t h a t √εN1 i s a d i m e n s i o n l e s s 
quantity (for further details, see below). It is true that this cannot be said of the 
stochasticity parameter S(k) α ∑s

(k) ', which diverges when k →∞, if √ε N1 > 1. However, 
t h i s d i v e r g e n c e i s f i c t i t i o u s s i n c e i t i s n e c e s s a r y t o r e n o r m a l i z e t h e r e s o n a n c e s ( s e e b e l o w ) . 

Thus i t i s s u f f i c i e n t f o r u s t o d e t e r m i n e t h e b o r d e r o f s t o c h a s t i c i t y i n t h e f i r s t 
a p p r o x i m a t i o n . I n t h e s u b s e q u e n t e s t i m a t e s we s h a l l e n c o u n t e r sums o f t h e form: 
∑0 = ∑m

i n i f i , where n . = ±1 and fi a r e some q u a n t i t i e s . For s u c h sums we s h a l l t a k e a 
" t y p i c a l " e s t i m a t e , c o r r e s p o n d i n g t o a " random" s e t n i : ∑0 ~ f √ ε , where f i s a c e r t a i n 
mean value of fi By putting: ∂ω/∂I ~ αω/I, (n) ~ ωI, we obtain for an m-fold interaction: 
Ω(n) ~ ω (εαrn)1/2 (2.12.5); |(n)| ~ √m and (∆ω)(n) ~ ω(εα)1/2; Ω ~ ω√m-1 ~ ω√m is the 
f r e q u e n c y i n t e r v a l o f t h e q u a n t i t y ∑m

i niωi o c c u p i e d by N1 r e s o n a n c e s . The b o r d e r o f 
s t o c h a s t i c i t y i s d e t e r m i n e d by t h e r e l a t i o n : s ~ N1 • ( ∆ ω ) ( n ) / Ω ~ 1 or*) 

( 2 . 1 2 . 1 6 ) 

Thus t h e c r i t i c a l v a l u e o f t h e p e r t u r b a t i o n d e c r e a s e s , a t l e a s t α N - 2 (m = 2 ) . Hence i t i s 
c l e a r t h a t m a c r o s c o p i c m o l e c u l a r s y s t e m s -- t y p i c a l o b j e c t s o f s t a t i s t i c a l mechan ic s -- a r e 
a l w a y s f a r i n s i d e t h e r e g i o n o f s t o c h a s t i c i t y . I n p a r t i c u l a r t h e s i z e o f t h e n o n - e r g o d i c 
component d e c r e a s e s , a t l e a s t α N-6 ( S e c t i o n 2 . 8 ) . 

L e t u s n o t e t h a t f o r t h e n o r m a l i z a t i o n u s e d above ( ~ ωI) t h e s m a l l p a r a m e t e r e 
c h a r a c t e r i z e s o n l y one r e s o n a n c e . S i n c e t h e t o t a l number o f r e s o n a n c e s w i t h N1 » 1 
( 2 . 1 2 . 1 5 ) i s v e r y g r e a t , t h e f o l l o w i n g a d d i t i o n a l c o n d i t i o n must be f u l f i l l e d : 

( 2 . 1 2 . 1 7 ) 

*) I t i s i n t e r e s t i n g t o n o t e t h a t t h e v a l u e (εω)s i s h e r e m t i m e s g r e a t e r t h a n i n Ref. 76 
( s e e a l s o Ref. 1 3 ) . T h i s d i f f e r e n c e c a n be e x p l a i n e d by t h e f a c t t h a t i n Ref. 13 and 
76 t h e b o r d e r o f s t o c h a s t i c i t y was d e t e r m i n e d from t h e o v e r l a p p i n g o f t h e r e s o n a n t 
l a y e r s i n N - d i m e n s i o n a l s p a c e . However, t h i s c o n d i t i o n i s n o t s u f f i c i e n t , s i n c e t h e 
p h a s e o s c i l l a t i o n s i n s i d e t h e l a y e r t a k e p l a c e i n a f u l l y d e t e r m i n e d d i r e c t i o n ( ∆ ω ( n ) ) 
( 2 . 1 2 . 4 ) , w h i l e t h e m o t i o n a l o n g t h e l a y e r i s , g e n e r a l l y s p e a k i n g , s l o w ( s e e b e l o w ) . 
Therefore for stochasticity it is necessary for the chain of vectors (∆ω(n)) corresponding 
to the various resonances, to be closed or, in other words, for the one-dimensional 
w i d t h s of t h e r e s o n a n c e s t o o v e r l a p ( 2 . 1 2 . 6 ) . 
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where t h e new p a r a m e t e r ε c h a r a c t e r i z e s t h e t o t a l p e r t u r b a t i o n , w r i t t e n by means o f 
P a r s e v a l ' s e q u a l i t y . 

L e t u s now f i n d t h e r e n o r m a l i z e d w i d t h o f t h e r e s o n a n c e (∆ω) (n)∑ ≡ (∆ω)∑ w h i c h , 
a c c o r d i n g t o t h e r e s u l t s o f S e c t i o n 2 . 1 1 d e t e r m i n e s **) t h e d y n a m i c a l t i m e s c a l e τn ( l o c a l 
i n s t a b i l i t y , c o r r e l a t i o n s , m i x i n g ) . R e n o r m a l i z i n g i n t h e " t y p i c a l " c a s e w i t h a power 
n = 4, we obtain: (∆ω)∑ ~ (∆ω)(n)

4/3 ∆-1/3 (2.11.3). But according to our previous estimates 
(∆ω) (n) ~ ω√εα and: 

( 2 . 1 2 . 1 8 ) 

Whence we f i n d : 

( 2 . 1 2 . 1 9 ) 

L e t u s v e r i f y t h a t t h e r e n o r m a l i z e d w i d t h of t h e r e s o n a n c e d o e s n o t d i v e r g e i n t h e 
h i g h e r a p p r o x i m a t i o n s : (∆ω)∑

(k) ~ ( ε 2 k N k ) 1/3 ~ ε2k/3, b u t a c c o r d i n g t o c o n d i t i o n ( 2 . 1 2 . 1 7 ) 
ε « 1 and t h i s s e r i e s r a p i d l y c o n v e r g e s . 

A c c o r d i n g t o t h e r e s u l t s o f S e c t i o n 2 . 1 1 t h e e n t r o p y and d i f f u s i o n c o e f f i c i e n t *) a r e 
e x p r e s s e d i n t h e " t y p i c a l " c a s e t h r o u g h t h e r e n o r m a l i z e d w i d t h o f t h e r e s o n a n c e ( 2 . 1 1 . 3 7 ) * * ) : 

( 2 . 1 2 . 2 0 ) 

The d i f f u s i o n c o e f f i c i e n t depends o n l y on t h e s q u a r e o f t h e t o t a l p e r t u r b a t i o n ( ε 2 ) , which 
a c t s a s i f i t were c o m p l e t e l y random. In S e c t i o n 2 . 5 i t was s a i d p r e c i s e l y i n t h i s s e n s e 
t h a t s t o c h a s t i c i n s t a b i l i t y l e a d s t o t h e most r a p i d d i f f u s i o n p o s s i b l e f o r t h e g i v e n 
p e r t u r b a t i o n . 

L e t u s now go o v e r t o t h e r e g i o n of Kolmogorov s t a b i l i t y . As a l r e a d y n o t e d ( S e c t i o n 
2 . 2 ) t h e s i t u a t i o n i n t h i s r e g i o n i s e s s e n t i a l l y d i f f e r e n t f rom t h e o n e - d i m e n s i o n a l c a s e . 
The mos t i m p o r t a n t d i f f e r e n c e i s t h a t t h e i n v a r i a n t t o r i , whose d i m e n s i o n a l i t y i s o b v i o u s l y 
e q u a l t o N, d o n o t d i v i d e t h e (2N - 1 ) - d i m e n s i o n a l e n e r g y s u r f a c e i n t h e p h a s e s p a c e of t h e 
s y s t e m 2 0 ) ***). I n t h e momentum ( f r equency ) s p a c e , t h e i n v a r i a n t t o r i a r e r e p r e s e n t e d 
s i m p l y by p o i n t s d i s t r i b u t e d among t h e eve rywhere d e n s e web o f i n t e r w o v e n and i n t e r s e c t i n g 
r e s o n a n t s u r f a c e s ( p l a n e s ) ( 2 . 1 2 . 1 ) . 

Each o f t h e r e s o n a n t s u r f a c e s r e p r e s e n t s , a s we know, a l a y e r o f t h i c k n e s s ( 2 . 1 2 . 6 ) 
i n s i d e w h i c h a r e i n v a r i a n t t o r i s i m i l a r t o t h e o n e s o u t s i d e ( t h i s a l r e a d y f o l l o w s from t h e 
r e s u l t s o f A r n o l d ' s p a p e r 77) and h a s been t h o r o u g h l y i n v e s t i g a t e d b y M o s e r 7 8 ) ) , b u t o u t s i d e 
i s t h e s t o c h a s t i c l a y e r ( S e c t i o n 2 . 6 ) . I t i s p r e c i s e l y t h e s e numerous i n t e r s e c t i n g 

*) I n t h e g e n e r a l c a s e we h a v e t h e d i f f u s i o n t e n s o r ( 2 . 1 0 . 1 5 ) ; t h e f o l l o w i n g e s t i m a t e 
r e l a t e s t o t h e d i f f u s i o n a l o n g one of t h e a x e s : <(∆ω)2

i> = ZDω • t ; f o r t h e t o t a l 
N - d i m e n s i o n a l v e c t o r : < | (∆ω) | 2 > - 2NDω • t . 

**) When ni ~ 1 ( 2 . 1 1 . 3 a ) . 

***) L e t u s r e c a l l t h a t t h e c a s e we c a l l o n e - d i m e n s i o n a l i s t h a t where N = 2 f o r an autonomous s y s t e m ( S e c t i o n 2 . 2 ) . 
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s t o c h a s t i c l a y e r s which form an u n s t a b l e ( e r g o d i c ) component o f t h e mo t ion i n t h e r e g i o n 
o f Kolmogorov s t a b i l i t y . The f i r s t example o f s u c h i n s t a b i l i t y was s t u d i e d by Arno ld 21) 

and subsequently it was learnt that a similar instability mechanism is very general for 
many-dimensional motion 79) (see also Section 2.6). It leads to a peculiar diffusion along 
t h e sys t em of i n t e r s e c t i n g r e s o n a n c e s , which we s h a l l h e n c e f o r t h c a l l Arno ld d i f f u s i o n . 

I n o r d e r t o u n d e r s t a n d t h e mechanism of Arno ld d i f f u s i o n l e t u s r e t u r n t o t h e b a s i c 
e q u a t i o n s of t h e m a n y - d i m e n s i o n a l r e s o n a n c e ( 2 . 1 2 . 1 ) t o ( 2 . 1 2 . 5 ) . L e t u s n o t e f i r s t of 
a l l t h a t f o r e a c h g i v e n r e s o n a n t t e r m t h e p h a s e f a c t o r ei(n,θ) i s i d e n t i c a l f o r a l l t h e 
components o f t h e v e c t o r ( I ) and t h e r e f o r e t h e v a r i a t i o n (∆ I ) i s d i r e c t e d a l o n g t h e v e c t o r 
( n ) . For t h e main r e s o n a n c e , which we w i l l c a l l g u i d i n g r e s o n a n c e h e n c e f o r t h t h i s g i v e s 
t h e d i r e c t i o n o f t h e p h a s e o s c i l l a t i o n s , and t h e p h a s e f a c t o r t a k e s t h e form: e i ψ ( n ) , 
where ψ(n) i s t h e r e s o n a n c e p h a s e ( 2 . 1 2 . 3 ) . Each o f t h e r e m a i n i n g t e r m s i n ( 2 . 1 2 . 2 ) 
c h a r a c t e r i z e s t h e p e r t u r b a t i o n o f t h e r e s o n a n t t o r u s d i r e c t e d p a r a l l e l t o i t s v e c t o r ( n ) . 
The p h a s e f a c t o r f o r e a c h o f t h e s e p e r t u r b i n g r e s o n a n c e s can be w r i t t e n i n t h e form: 
ei(ω1t+ψ(n)) where ω1 = (∆n.ω) i s t h e d e t u n i n g o f t h e f r e q u e n c y i n r e l a t i o n t o t h e g u i d i n g 
resonance. If the system is inside the guiding resonance, the perturbation of the neighbouring 
resonances leads only to the deformation of the resonant torus. However, at the 
edge o f t h e r e s o n a n c e , i n s i d e t h e s t o c h a s t i c l a y e r , t h e i n c r e m e n t s o f t h e i n t e g r a l : 
∫dt ei(ω1t+ψ(n)) ~ μn Ω-1

(n) ; μn ~ e - c / s n ; s n ~ Ω(n)/ω1 f o r e a c h h a l f - p e r i o d o f t h e p h a s e 
o s c i l l a t i o n s w i t h a f r e q u e n c y o f Ω(n), form a random s e q u e n c e on a c c o u n t o f t h e random 
p h a s e s h i f t o f t h e p h a s e o s c i l l a t i o n w i t h r e s p e c t t o t h e p e r t u r b a t i o n . A t h o r o u g h a n a l y s i s 
o f t h i s s t o c h a s t i c i t y mechanism was made i n S e c t i o n 2 . 6 . The momentum p e r t u r b a t i o n i s o f 
t h e o r d e r o f 

( 2 . 1 2 . 2 1 ) 

where the vectors (n), (n') relate to the guiding and perturbing resonance respectively; 
εn, ~ ε (n'). 

As a l r e a d y m e n t i o n e d a b o v e , t h e d i r e c t i o n o f t h e v e c t o r ( ∆ I ) n n i s a l o n g ( n ' ) and 
g e n e r a l l y s p e a k i n g t h i s i s n o t i d e n t i c a l t o t h e d i r e c t i o n o f t h e s t o c h a s t i c l a y e r . Diffusion 

( 2 . 1 2 . 2 1 ) i s t h e r e f o r e p o s s i b l e o n l y o v e r a s m a l l d i s t a n c e o f t h e o r d e r o f t h e thickness 
of the stochastic layer. For long-distance diffusion at least two perturbing resonances 
with non-parallel (n')1, (n')2 are necessary. Then one of them will certainly have 
a component a l o n g t h e s t o c h a s t i c l a y e r , which i s t h e one t h a t g i v e s A r n o l d d i f f u s i o n p r o p e r , 
and t h e o t h e r w i l l h a v e a component a c r o s s t h e l a y e r , wh ich e n s u r e s r e f l e c t i o n from t h e 
b o r d e r o f t h e l a y e r . The d i f f u s i o n w i l l t h u s go a l o n g t h e l i n e o f i n t e r s e c t i o n o f t h e 
s t o c h a s t i c l a y e r w i t h t h e p l a n e o f t h e v e c t o r s ( n ' ) 1 , ( n ' ) 2 F o r t h e d i f f u s i o n t o go i n 
any d i r e c t i o n a l o n g t h e (N - 1 ) - d i m e n s i o n a l r e s o n a n t s u r f a c e , t h e r e mus t o b v i o u s l y b e N 
l i n e a r l y i n d e p e n d e n t p e r t u r b i n g r e s o n a n c e s . 

T h i s i s p o s s i b l e o n l y f o r a non-au tonomous s y s t e m , i . e . u n d e r e x t e r n a l p e r t u r b a t i o n . 
I f t h e sys t em i n q u e s t i o n i s c l o s e d t h e r e a r e (N - 1) p e r t u r b i n g r e s o n a n c e s o n l y s i n c e t h e y 
fo rm, t o g e t h e r w i t h t h e g u i d i n g r e s o n a n c e , t h e f u l l s e t o f N l i n e a r l y i n d e p e n d e n t r e s o n a n c e s . 
T h u s , f o r a c l o s e d s y s t e m A r n o l d d i f f u s i o n can go o n l y a l o n g some (N - 2 ) - d i m e n s i o n a l s u r f a c e 
which must b e , o b v i o u s l y , t h e i n t e r s e c t i o n o f t h e s t o c h a s t i c l a y e r w i t h t h e e n e r g y s u r f a c e o f 
the system. No other limitations of the Arnold diffusion seem to exist. At least we can 
assume it as a hypothesis which is in accordance with Poincaré's theorem 36) on the absence, 
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i n t h e g e n e r a l c a s e , of a n a l y t i c a l i n t e g r a l s o f m o t i o n e x c e p t t h e e n e r g y ( s e e a l s o Ref. 152 
and Section 2.6). In the light of the KAM theory it is natural to assume that the destruction 
of all the other integrals occurs precisely in the stochastic layers of the resonances 
a s a r e s u l t o f Arno ld d i f f u s i o n . 

The d i f f u s i o n c o e f f i c i e n t can b e r o u g h l y e s t i m a t e d a s : DA ~ | ∆ I | 2
n n , • Ω or t a k i n g 

i n t o a c c o u n t ( 2 . 1 2 . 5 ) and ( 2 . 1 2 . 2 1 ) : 

( 2 . 1 2 . 2 2 ) 

In o r d e r t o o b t a i n more e x p l i c i t e s t i m a t e s o f t h e d i f f u s i o n r a t e l e t u s p u t : 

( 2 . 1 2 . 2 3 ) 

where n i s now t h e maximum harmonic number . We c o n s i d e r t h a t f o r e a c h d e g r e e o f freedom 
t h e a m p l i t u d e of t h e p e r t u r b a t i o n ha rmon ic d e c r e a s e s a s e - n / n o , t h e i n t e r a c t i o n b e i n g m- fo ld 
( S e c t i o n 2 . 1 2 ) . I t would b e more a c c u r a t e t o w r i t e : e x p (-∑m

i=1 |ni | / n 0 ) , b u t f o r o u r rough 
e s t i m a t e s we s h a l l p u t : ∑m

i ni = m ≈ m n / 2 , whence ( 2 . 1 2 . 2 3 ) a l s o f o l l o w s *). I n f a c t t h e 
p a r a m e t e r m now c h a r a c t e r i z e s t h e number o f f r e q u e n c i e s f o r which h a r m o n i c s a r e t a k e n . The 
d i f f u s i o n c o e f f i c i e n t i s d e t e r m i n e d , m a i n l y by t h e e x p o n e n t , wh ich h a s t h e f o r m * * ) : 

The argument of t h e exponen t r e a c h e s a maximum when: 

( 2 . 1 2 . 2 4 ) 

The l a t t e r i n e q u a l i t y i s n e c e s s a r y f o r t h e v a l i d i t y of t h e a p p r o x i m a t i o n u s e d ( S e c t i o n 2 . 6 ) . 
I t i s v i o l a t e d i n a c e r t a i n i n t e r v a l n , w h i c h c a n b e d e t e r m i n e d from t h e c o n d i t i o n : 

( 2 . 1 2 . 2 5 ) 

Here we u s e d e s t i m a t e ( 2 . 1 2 . 2 9 a ) f o r εs. I f ε/εs i s n o t t o o s m a l l , t h e unknown i n t e r v a l 
i s : 

( 2 . 1 2 . 2 5 a ) 

When ε/εs < (2N/e) 2 N a l w a y s n ' > n . I n t h e i n t e r v a l ( 2 . 1 2 . 2 5 a ) o p t i m a l n ' = n ( S e c t i o n 2 . 6 ) 
and i n t h e exponen t o n l y t h e f i r s t t e r m may r e m a i n . I n d e e d t h e s e c o n d t e r m i n t h e exponen t 
i s a lways s m a l l i n compar i son w i t h t h e f i r s t , and t h e r e l a t i o n of t h e t h i r d t o t h e f i r s t i s : 
( n ' / n ) / ( N - 1 ) . On t h e b o r d e r , when n ' = n , t h e t h i r d t e r m g i v e s t h e c o r r e c t i o n f a c t o r 
[N/(N - 1 ) ] . With o n l y t h e f i r s t t e r m r e m a i n i n g i n t h e e x p o n e n t , we o b t a i n : 

*) T h i s e s t i m a t e makes s e n s e i f d i f f e r e n t f r e q u e n c i e s and n - a r e o f t h e same o r d e r of 
m a g n i t u d e . 

**) Here we u s e e s t i m a t e ( 2 . 1 2 . 2 8 ) f o r m , s e e b e l o w . 
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( 2 . 1 2 . 2 6 ) 

From t h e v a l i d i t y c o n d i t i o n o f t h i s e x p r e s s i o n ( 2 . 1 2 . 2 5 ) i t i s s e e n t h a t a lways D'A < DA 

(2.12.29). This estimate on both borders of interval (2.12.25a) changes approximately into 
estimate (2.12.29), which is easy to verify, using (2.12.25). 

L e t u s now t u r n t o t h e r e g i o n n > nc ( o r n < n ' c ) . I t s h o u l d b e e x p l a i n e d t h a t i n t h e 
m a j o r i t y of p r o b l e m s one i s r e q u i r e d t o e s t i m a t e t h e r a t e o f Arno ld d i f f u s i o n due t o t h e 
r e s o n a n c e s w i t h a g i v e n n , o r more p r e c i s e l y an n o f l e s s t h a n a c e r t a i n v a l u e . The l a s t 
c o n d i t i o n d e t e r m i n e s t h e mean d i s t a n c e be tween r e s o n a n c e s ∆n The s p e c i f i c form of t h e 
f u n c t i o n ∆ n (n) depends on t h e form of t h e i n t e r a c t i o n , s e e f o r example fo rmu lae ( 2 . 1 2 . 1 5 a ) 
and ( 2 . 1 2 . 1 8 ) which a r e v a l i d f o r m « N. 

Now l e t u s c o n s i d e r t h e o p p o s i t e l i m i t i n g c a s e m ≈ N. A rough e s t i m a t e c a n be made 
a s f o l l o w s . The t o t a l number o f d i f f e r e n t c o m b i n a t i o n s o f t h e components of t h e v e c t o r (n ) 
is (2n)N, since each component can assume values from -n to n. Assuming that for large n 
the distribution of the vectors (n) and (ω) is on the average isotropic, one can estimate 

t h e mean d i s t a n c e be tween r e s o n a n c e s a s : 

( 2 . 1 2 . 2 7 ) 

The main e r r o r of t h i s e s t i m a t e i s due t o t h e n o n - u n i f o r m d e n s i t y o f t h e r e s o n a n c e s ( s e e 
F i g . 4 . 3 . 1 ) , which c a n be t a k e n i n t o a c c o u n t i n ( 2 . 1 2 . 2 7 ) by i n t r o d u c i n g a s p e c i a l f a c t o r : 
ω → kω. 

E x p r e s s i o n ( 2 . 1 2 . 2 7 ) g i v e s , i n p a r t i c u l a r , t h e e s t i m a t e o f t h e p e r t u r b a t i o n f r e q u e n c y 
ω1, which we u s e d a b o v e : 

( 2 . 1 2 . 2 8 ) 

The mean " g a p " be tween t h e r e s o n a n c e s ∆n d e t e r m i n e s t h e d e n s i t y o f t h e ne twork o f 
s t o c h a s t i c l a y e r s a l o n g which t h e A r n o l d d i f f u s i o n s p r e a d s . From e s t i m a t e ( 2 . 1 2 . 2 2 ) , 
t a k i n g i n t o a c c o u n t ( 2 . 1 2 . 2 3 ) and ( 2 . 1 2 . 2 4 ) we o b t a i n 

( 2 . 1 2 . 2 9 ) 

where t h e c r i t i c a l v a l u e εs i s d e t e r m i n e d from t h e e x p r e s s i o n : 

( 2 . 1 2 . 2 9 a ) 

In t h e l a t t e r e s t i m a t e we u s e d t h e e f f e c t i v e v a l u e of t h e p a r a m e t e r n 0 , wh ich f o l l o w s from 
t h e a p p e a r a n c e of t h e e x p o n e n t i a l f a c t o r ( 2 . 1 2 . 2 3 ) e - m n / 2 n o , whence n eoeff ≈ 2n 0 /m . 

*) We omit h e r e t h e n u m e r i c a l f a c t o r s i n c e i t depends g r e a t l y on p a r t i c u l a r s p e c i f i c a t i o n 
of t h e s e t of r e s o n a n c e s i n q u e s t i o n . 
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Thus the r a t e of Arnold d i f fus ion decreases wi th t h e growth of n according t o the 
double exponent law. This c l e a r l y c h a r a c t e r i z e s t h e degree of Kolmogorov s t a b i l i t y in the 
many-dimensional c a s e . Let us r e c a l l t h a t i n t h e one-dimensional case t h e s t a b i l i t y i s 
e t e r n a l (Section 2 . 2 ) . In p r a c t i c e a dependence of type (2 .12.29) determines a l i m i t : 

(2.12.29b) 

beyond which the r a t e of Arnold di f fus ion becomes unobservably s m a l l . I t should be noted 
t h a t t h i s l i m i t corresponds j u s t t o the condi t ion n ~ nc ( see above) . This means t h a t 
e s t i m a t e (2.12.29) can i n p r a c t i c e be used only nea r t h e border (2 .12 .29b) . 

It turns out, however, that in some cases more rapid diffusion along the set of resonances 
is also possible. The appearance of the double exponent in (2.12.29) is due, as 
we saw, to the fact that the value sn ~ Ω(n) /∆ in estimate (2.12.22) itself becomes exponentially 
small, since Ωn decreases with the growth of n exponentially, and ∆n only as 
nN ( 2 . 1 2 . 2 7 ) . But t h i s does no t apply t o resonances wi th a m u l t i p l i c i t y of two, i . e . a t 
t h e i n t e r s e c t i o n of two resonant su r f aces . In t h i s case Sn ~ 1 always and the exponent 
disappears from the estimate (2.12.22). Furthermore, since the majority of resonances 
with a multiplicity of two consists of resonances of the same order of n (n ~ nmax), total 
d e s t r u c t i o n of the resonance takes p l a c e , i . e . the width of t h e s t o c h a s t i c l ayer becomes of 
t h e same o rde r as t h e width of t he resonance i t s e l f . Thus t h e r e forms a r e l a t i v e l y wide 
channel along which t h e d i f fus ion spreads a t a comparat ively h igh r a t e . In order t o 
d i s t i n g u i s h t h i s s p e c i a l kind of d i f fus ion we s h a l l c a l l i t s t reamer d i f fu s ion . This name 
i s connected with the f ac t t h a t fo r t he minimal d i m e n s i o n a l i t y , when t h i s d i f fus ion i s 
p o s s i b l e , t h e s t o c h a s t i c l a y e r of a resonance wi th a m u l t i p l i c i t y of two i n the frequency 
space has the shape of a narrow tube (streamer) along which comparat ively f a s t d i f fus ion 
s p r e a d s , a p i c t u r e which r e c a l l s streamer breakdown i n g a s . 

Streamer d i f fus ion i s pos s ib l e only when resonances wi th a m u l t i p l i c i t y of two form 
an i n t e r s e c t i n g network i n t h e frequency space . From geometr ica l cons ide ra t ions i t i s c l e a r 
t h a t t h i s i s poss ib l e under the condi t ion: 

(2.12.30) 

where N a , NH i s t he number of degrees of freedom (of t h e dynamical f requencies) for an 
autonomous and non-autonomous system r e s p e c t i v e l y . Thus fo r s t reamer d i f fus ion one more 
degree of freedom i s r equ i red than for ord inary Arnold d i f f u s i o n . 

An es t imate of the v e l o c i t y of streamer d i f fu s ion i s obta ined from (2.12.22) and (2 .12 .23) , 
t a k i n g i n t o account t h a t Sn ~ l ; n ~ n ' : 

(2.12.31) 
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The q u a n t i t y D c , o f c o u r s e , a l s o d e c r e a s e s r a p i d l y w i t h t h e i n c r e a s e o f t h e ha rmonic number 
o f t h e r e s o n a n c e , b u t n o t a s c a t a s t r o p h i c a l l y a s DA . Excep t f o r a n u m e r i c a l f a c t o r ~ 1 i n 
t h e e x p o n e n t , Dc i s i d e n t i c a l w i t h D'A ( 2 . 1 2 . 2 6 ) . Both mechanisms g i v e r o u g h l y t h e same 
d i f f u s i o n r a t e when n ~ 1 , p r o v i d e d i t comes w i t h i n t h e r e g i o n ( 2 . 1 2 . 2 5 ) . I n t h e o p p o s i t e 
c a s e s t r e a m e r d i f f u s i o n p r o v e s t o be even s lower i n t h i s r e g i o n . I t i s s i g n i f i c a n t , however , 
t h a t t h e law ( 2 . 1 2 . 3 1 ) i s v a l i d w i t h any n , whereas i n o r d i n a r y A r n o l d d i f f u s i o n a d o u b l e 
e x p o n e n t a p p e a r s f o r l a r g e n . T h e r e f o r e s t r e a m e r d i f f u s i o n p l a y s an i m p o r t a n t p a r t o n l y i n 
t h e r e g i o n n ≥ n ( 2 . 1 2 . 2 5 a ) . 

L e t u s n o t e t h a t f o r s t r e a m e r d i f f u s i o n two r e s o n a n c e s a r e s u f f i c i e n t , i n s t e a d of t h r e e 
a s f o r o r d i n a r y A r n o l d d i f f u s i o n ( s ee a b o v e ) . T h i s i s due t o t h e f a c t t h a t b o t h r e s o n a n c e s 
now c o i n c i d e i n s p a c e and t h e i r v e c t o r s (n) a r e a lways n o n - p a r a l l e l . However , i n t h e p r e s e n t 
case the requirement for a component of the vector (∆I) [or (n)] along the streamer is nontrivial. 
In particular, this condition does not apply when (∆I), (∆ω) are parallel: 
( ∆ I ) | | ( ∆ ω ) . S i n c e ( ∆ I ) | | ( n ) ( 2 . 1 2 . 2 ) , from t h e r e s o n a n c e c o n d i t i o n ( 2 . 1 2 . 1 ) i t f o l l o w s 
t h a t : ( ∂ , ω ) = 0 , i . e . t h e v e c t o r (∆ω) i s p e r p e n d i c u l a r t o t h e r e s o n a n t p l a n e , and t h a t 
means a l s o t o t h e s t r e a m e r , s o t h a t d i f f u s i o n does n o t o c c u r . S i n c e t h e n o n - l i n e a r i t y 
m a t r i x ∂ωi/∂Ik = ∂ 2 H/∂I i ∂Ik i s symmet r i ca l and can b e t r a n s f o r m e d t o t h e p r i n c i p a l a x e s , 
t h e c o n d i t i o n f o r n o n - p a r a l l e l i s m of t h e v e c t o r s ( ∆ I ) , (∆ω) , which i s n e c e s s a r y f o r s t r e a m e r 
d i f f u s i o n , amounts t o a r e q u i r e m e n t f o r t h e e i g e n v a l u e s o f t h e n o n - l i n e a r i t y m a t r i x t o be 
d i f f e r e n t . 

Resonances w i t h a m u l t i p l i c i t y > 2 do n o t l e a d t o q u a l i t a t i v e l y new e f f e c t s . 

The d i f f u s i o n c o e f f i c i e n t ( 2 . 1 2 . 2 9 ) , l i k e ( 2 . 1 2 . 3 1 ) , d o e s n o t y e t d e t e r m i n e r e a l 
d i f f u s i o n i n t h e momenta s p a c e . I n d e e d , Arno ld d i f f u s i o n s p r e a d s a l o n g t h e r e s o n a n t surfaces, 
which in the general case form a very complicated system; in places where the surfaces 
intersect, "random" (on account of the stochasticity of the motion) transition from 
one s u r f a c e t o a n o t h e r w i l l t a k e p l a c e , s o t h a t , a s a w h o l e , A r n o l d d i f f u s i o n r e p r e s e n t s a 
c o m b i n a t i o n o f two random p r o c e s s e s : d i f f u s i o n a l o n g t h e s t o c h a s t i c l a y e r and t r a n s i t i o n 
from one l a y e r t o a n o t h e r . I f t h e mean l e n g t h be tween two i n t e r s e c t i o n s ℓI i s s u f f i c i e n t l y 
s m a l l , t h e t o t a l l e n g t h o f t h e d i f f u s i o n t r a j e c t o r y L a l o n g t h e s y s t e m o f i n t e r s e c t i n g 
l a y e r s can b e e s t i m a t e d by t h e o r d i n a r y fo rmulae o f t h e random wa lk t h e o r y 4 3 ) : 

( 2 . 1 2 . 3 2 ) 

where ∆I i s t h e t o t a l v a r i a t i o n of t h e momentum i n t h e d i f f u s i o n p r o c e s s . Then t h e d i f f u s i o n 
t i m e can be e s t i m a t e d a c c o r d i n g t o t h e f o r m u l a : 

( 2 . 1 2 . 3 3 ) 

where we put ℓI ~ ∆n /ω ' = ∆n • I/αω. 
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Let us note t h a t t he law of t h i s "double d i f f u s i o n " i s unusua l , s i nce the d i f fus ion 
t ime tA i s p ropor t iona l not t o t he square bu t t o t h e four th power of " spac ing" ∆I. Let us 
in t roduce the "double d i f fu s ion" c o e f f i c i e n t : 

(2.12.34) 

The r e l a t i o n s obta ined remain v a l i d a l s o for s t reamer d i f fu s ion , s u b s t i t u t i n g 

DA → Dc 

The r a t e of Arnold d i f fus ion (2.12.29) decreases exponent ia l ly wi th the decrease of 
t he s t o c h a s t i c i t y parameter s 2 ~ ε/εs. Moreover, t he d i f fus ion takes p l ace only fo r s p e c i a l 
i n i t i a l cond i t i ons , t h e r e l a t i v e measure of which ~ δ « 1 (when s < 1 ; Sect ion 2 . 6 ) . 
However, the t o t a l system of r e sonances , and t h a t means a l s o the s t o c h a s t i c l a y e r s , i s 
everywhere dense. Therefore t h e problem of t he motion i n t he region of Kolmogorov s t a b i l i t y 
i s asymptot ical ly (when t → ∞) improper, s ince any a r b i t r a r i l y small v a r i a t i o n i n t he i n i t i a l 
cond i t ions d i sp l aces t h e t r a j e c t o r y from t h e s t a b l e component t o t he s t o c h a s t i c one and 
v i c e v e r s a . Let us no t e t h a t i n t he p r e s e n t case we cannot simply average over a small 
volume of phase space , a s was done when so lv ing t h e k i n e t i c equa t ion . This i s due t o t he 
fact that in a large part of the phase space the system is stable and therefore such averaging 
does not correspond to any real process in the system, and reference to the "practical" 
u n c e r t a i n t y of t he i n i t i a l cond i t ions i s i n s u f f i c i e n t i n mechanics. 

I t i s p o s s i b l e , however, t o r e g u l a r i z e t h e problem as fo l lows . Let us add t o t h e 
dynamical system some " e x t e r n a l " d i f fus ion p rocess wi th a d i f fus ion c o e f f i c i e n t D0 . For 
example, in the case of the motion of a particle in a magnetic trap (Section 4.4) the scattering 
always present in residual gas is such a process. This additional diffusion eliminates 
t h e s i n g u l a r i t y of t h e i n i t i a l cond i t ions and , moreover, enables us t o n e g l e c t t he resonances 
of very high harmonics, l eav ing only a f i n i t e number of resonances . However, con t ra ry t o 
t h e behaviour i n a s t o c h a s t i c r e g i o n , t h e motion w i l l now s u b s t a n t i a l l y depend on t h e 
a d d i t i o n a l d i f fu s ion , a l s o i n t h e l i m i t D0 → 0. 

The dif fusion process w i l l t ake p l ace i n two s t a g e s . In t he f i r s t t h e r e occurs 
" e x t e r n a l " d i f fus ion wi th a c o e f f i c i e n t D0 up t o t h e nea re s t resonant s u r f a c e , i . e . over a 
d i s t a n c e ~ ℓI. In t h e second s t age t h e " e x t e r n a l " d i f fus ion occurs " p a r a l l e l " t o t he 
Arnold d i f fus ion . In t h e most simple c a s e , when t h e number of resonances i s not g r e a t , so 
t h a t ℓI ~ (∆ I ) , one can n e g l e c t t h e "double d i f f u s i o n " and assume t h a t t h e d i f fus ion along 
t h e s t o c h a s t i c l aye r s wi th a c o e f f i c i e n t DA i s roughly the same as the d i f fus ion i n I . Then 
t h e t o t a l d i f fus ion c o e f f i c i e n t i n t h e second s t age of t he process i s Do + DA • ω, where 
ω < 1 i s a reduc t ion f a c t o r of the d i f fus ion r a t e , because the system spends only a small 
part of the time inside the stochastic layer. If n' ~ n, estimate (2.6.13) gives 
∆ ~ sn • e-c/sn. Comparing this with estimate (2.12.22) one can conclude that the reduction 
factor ω is equivalent to some change of numerical coefficient in the first exponent of 

t he expression for DA. 
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Let us note t h a t the t o t a l diffusion c o e f f i c i e n t depends e s s e n t i a l l y in any case on 
t h e " a u x i l i a r y " parameter Do. The l a t t e r should n o t be too l a r g e , o therwise the s t o c h a s t i c 
l a y e r s s t o p funct ioning a t a l l . The c r i t i c a l va lue of Do i s determined from t h e condi t ion 
of leaving t h e l a y e r i n a time of the order of one phase o s c i l l a t i o n , which i s j u s t the 
order of the d i f fus ion r a t e i n the s t o c h a s t i c l a y e r (Sect ion 2 . 1 0 ) . Hence the condi t ions 
fo r t h e ex i s t ence of Arnold d i f fus ion: 

(2.12.35) 

However, an observable effect of this diffusion takes place for considerably smaller Do DA, ω. 

Let us note t h a t the dependence of t h e d i f fu s ion t ime on t h e p e r t u r b a t i o n parameter 
w i l l have the c h a r a c t e r i s t i c shape of a t r a n s i t i o n curve wi th two p l a t eaux fo r small and 
l a r g e p e r t u r b a t i o n . In f a c t , i n both l i m i t s t h e d i f f u s i o n c o e f f i c i e n t i s equal t o Do , but 
the diffusion distance is different: (∆I) and ℓI, respectively. The ratio of the diffusion 
times at the plateaux is therefore: 

(2.12.36) 

Let us now consider the more i n t e r e s t i n g case of a l a r g e number of resonances: 
ℓI « ( ∆ I ) , when "double d i f fus ion" t akes p l a c e [ ( 2 . 1 2 . 3 3 ) , (2 .12 .34) ] . This means t h a t the 
k i n e t i c equation t akes on a more complex form than u s u a l ( 2 . 1 0 . 1 0 ) . In view of the roughness 
of t h e es t imates r e l a t i n g t o "double d i f f u s i o n " , we s h a l l no t so lve t h i s equat ion but w i l l 
use the simple es t imate fo r ordinary d i f fu s ion : d ( ∆ I ) 2 / d t ~ Do and fo r "double d i f fus ion" : 
d ( ∆ I ) 4 / d t ~ DD ( 2 . 12 .34 ) . Hence the t o t a l d i f fu s ion r a t e i s : 

(2.12.37) 

By i n t e g r a t i n g t h i s equat ion i n the most simple case ω = c a n s t , we o b t a i n the t o t a l 
d i f fus ion t ime: 

(2.12.38) 

which again depends e s s e n t i a l l y on Do . 

Some experimental da ta on Arnold d i f fus ion w i l l be g iven i n Sec t ions 3 .6 and 4 . 4 . 

For streamer d i f fus ion the p i c t u r e remains q u a l i t a t i v e l y t h e same, but the e f fec t ive 
d i f fus ion c o e f f i c i e n t Do

c = Dc • ω decreases no t so much: 
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(2.12.39) 

as DA (see above) . In t h e l a t t e r es t imate we used r e l a t i o n (2.12.31) and t h e express ion fo r s n : 

(2.12.40) 

The r a t i o of t h e d i f fu s ion t imes on t h e p la t eaux w i l l be smal le r than ( 2 . 1 2 . 3 6 ) , s ince 
i n s t e a d of t h e "absorbent" resonance surfaces which a re n e c e s s a r i l y i n t e r s e c t e d i n the 
d i f fus ion process Do, t h e r e a r e now "absorbent" tubes ( s t r e a m e r s ) , which may be by-passed 
("missed") . However, t he i nc r ea se i n the l i f e t i m e i s s l i g h t , s i n c e t h e p r o b a b i l i t y of a 

miss r a p i d l y decreases a s t h e s t reamer i s approached. 

As a model, one can examine the diffusion between two concentric cylinders with absorption 
only on the inner one. Simple calculations show that the diffusion time is proportional 
only t o t h e logar i thm of t h e r a t i o of the cy l inde r r a d i i . In our case t h i s r e l a t i o n ~ s n , 
s i n c e the mean d i s t a n c e between s treamers i s of t he same order as t h a t between t h e resonance 
s u r f a c e s . Thus, i n s t ead of (2.12.36) we f ind : 

(2.12.41) 

In conc lus ion , l e t us make a few remarks about t h e k i n e t i c equat ion i n the many-
dimensional c a s e . I f t h e number of degrees of freedom i s no t g r e a t , t h e d i s t r i b u t i o n 
func t ion as usua l d e s c r i b e s t h e ensemble of i d e n t i c a l N-dimensional systems i n the 
2N-dimensional r - s p a c e . The equat ion for such a d i s t r i b u t i o n funct ion i s c a l l e d the 
mas te r e q u a t i o n 4 9 ) . However, a s a r u l e the complex systems o f . s t a t i s t i c a l mechanics c o n s i s t 
of a very l a r g e number (n → ∞) of i d e n t i c a l elements ( " p a r t i c l e s " ) , i n t e r a c t i n g wi th each 
o t h e r . In t h i s case a new p o s s i b i l i t y appears : bes ides the master equat ion one can w r i t e 
t h e equat ion for a s o - c a l l e d s i n g l e p a r t i c l e d i s t r i b u t i o n funct ion desc r ib ing t h e dens i ty 
of " p a r t i c l e s " i n t h e phase space of one " p a r t i c l e " , which i s c a l l e d μ-space . Since the 
total number of particles n is always finite, then in μ-space (as in r-space) only a coarsegrained 
distribution function has direct physical meaning (Section 2.10). 

In a s i m i l a r way one can in t roduce the k i n e t i c equation fo r s - p a r t i c l e phase dens i ty 
(s « n ) , desc r ib ing t h e d i s t r i b u t i o n of t he subsystem of s " p a r t i c l e s " . 

For a many-dimensional o s c i l l a t o r a " p a r t i c l e " i s a one-dimensional o s c i l l a t o r , weakly 
coupled to the others, for instance a phonon in a crystal lattice. If such a one-dimensional 
oscillator is considered to be non-autonomous with a given external perturbation, we 
a r r i v e a t t he master equat ion i n the most simple r - space (Sect ion 2 . 1 0 ) . But i f t h e same 
one-dimensional o s c i l l a t o r i s assumed t o be a " t y p i c a l " r e p r e s e n t a t i v e of t h e system of 
i n t e r a c t i n g o s c i l l a t o r s , we ob ta in the k i n e t i c equat ion i n μ-space . In both cases one of 
course ob ta ins the same equat ion (Section 2.10) and the only d i f fe rence i s t h e phys ica l 
meaning of t he phase d e n s i t y . 
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2.13 Remarks on t h e n a t u r e of s t a t i s t i c a l laws 

Since we have t o do wi th s t a t i s t i c a l mechanics and i n p a r t i c u l a r k i n e t i c equa t ions , i t 
i s d i f f i c u l t t o r e s i s t t h e temptat ion t o make a few genera l remarks on the n a t u r e of 
s t a t i s t i c a l l aws , i r r e v e r s i b i l i t y and o the r such problems t h a t a re s t i l l somewhat myster ious . 
It is hoped that these remarks will not prove tor be a mere repetition of well-known arguments. 
In this question we have the advantage of the detailed investigation made in this 
paper i n to the t r a n s i t i o n from dynamical t o s t a t i s t i c a l behaviour for a very s imple , 
probably the simplest, mechanical system -- the elementary model, which represents a one-dimensional 
non-linear oscillator under the action of given periodic perturbation. 

To the main ques t ion of whether the motion of such a system i s a " t r u e " random process 
we r ep ly i n the a f f i r m a t i v e , un l ike many o the r au thors engaged i n i n v e s t i g a t i n g t h i s problem. 
Among them i s K r y l o v 3 0 ) , whose po in t of view in o the r r e s p e c t s i s very c lo se t o ours and 
whose ideas a re i n f a c t extended and developed i n t h e p r e s e n t pape r . 

If this assertion is accepted, it opens the way to a general explanation of the statistical 
laws of nature on the basis of the classical mechanical model. In this case the 
s t a t i s t i c a l laws a r e v a l i d i n a dynamical system, i n so f a r a s the motion of the system i s 
s t o c h a s t i c in t h e sense given t o t h i s term i n the p r e s e n t paper (Sect ion 2 . 3 ) . This po in t 
of view i s p e r f e c t l y n a t u r a l a t present for mathematicians wi th t h e i r e rgodic theory ( s ee , 
for example Ref. 42) b u t , s t r ange ly enough, apparen t ly a l i e n t o p h y s i c i s t s , i n any case i n 
cu r ren t s t a t i s t i c a l m e c h a n i c s 2 7 , 4 9 ) in which t h e s o - c a l l e d l i n e a r model exe rc i s e s completely 
sway (see Section 2 .11 and below). 

The most unexpected r e s u l t of the above p o i n t of view proved t o be t h e p o s s i b i l i t y of 
s t a t i s t i c a l behaviour of extremely simple systems r i g h t down t o t h e elementary model, which 
has only one degree of freedom. However, for t h e e rgod ic t heo ry t h i s was no t unexpected. 
Hopf29) a l ready po in t ed out t h i s p o s s i b i l i t y fo r a system wi th two degrees of freedom, 
although i t was only r e c e n t l y t h a t S ina i succeeded i n demonstra t ing t h e s t o c h a s t i c i t y of the 
motion of a r e a l mechanical system -- a system of hard b a l l s i n a box, which i n the s imples t 
case has only two degrees of f reedom 1 0 6 ) . This r e s u l t s h a r p l y c o n t r a d i c t s t h e idea which 
i s of very long s tand ing i n phys i c s , t h a t the s t a t i s t i c a l laws a r e v a l i d only i n a very 
complex system wi th an enormous number of degrees of freedom N → ∞. 

Let u s now t u r n t o t h e b a s i c a s s e r t i o n made above , t h a t t h e s t a t i s t i c a l laws correspond 
t o a c e r t a i n s p e c i a l case of motion of a c l a s s i c a l mechanical system, namely s t o c h a s t i c 
motion. 

There are two kinds of poss ib le ob jec t ion t o t h i s a s s e r t i o n . One of them, the l e s s 
impor tant , i s connected wi th t h e " i s l e t s " of s t a b i l i t y which always e x i s t i n t h e s t o c h a s t i c 
reg ion of the elementary model (Section 2 . 8 ) . This means t h a t a s a r u l e one always f inds 
s p e c i a l i n i t i a l cond i t ions of f i n i t e , even though very s m a l l , measure , fo r which the motion 
i s no t s t o c h a s t i c . With regard t o t h i s ob j ec t i on i t can be s a i d only t h a t such s t a b l e 
r e g i o n s , genera l ly speaking , r e a l l y e x i s t and can be observed fo r simple systems (Section 3 .5 ) . 
Let us n o t e , however, t h a t such " i s l e t s " of s t a b i l i t y a r e c h a r a c t e r i s t i c j u s t for o s c i l l a t o r y 
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sys tems, for i n s t a n c e , for a c r y s t a l l a t t i c e , i f one t u r n s t o t h e t y p i c a l macroscopic 
molecular ob jec t s of s t a t i s t i c a l phys i c s . At t h e same t ime t h e r e a r e no s t a b l e r eg ions a t 
a l l i n g a s , and probably in l i q u i d . At l e a s t t h i s was demonstrated by S i n a i fo r t h e gas 
model a s a system of ha rd b a l l s , mentioned a b o v e 1 0 6 ) . Furthermore, even fo r o s c i l l a t o r y 
molecular macroscopic systems the s t a b l e reg ions a r e extremely small (Sect ions 2 . 8 , 2 . 1 2 ) : 

(2 .13 .1) 

At t h i s p o i n t one i s tempted t o use phase space q u a n t i z a t i o n t o prove t h a t very small ∆I 
a r e completely i m p o s s i b l e 5 0 ) . Such a proof i s no t p o s s i b l e , however, a s explained by 
K r y l o v 3 0 ) . Roughly speaking , i t i s a ques t ion of t he type of d e s c r i p t i o n of the motion 
changing simultaneously wi th the q u a n t i z a t i o n , namely i t i s necessary t o change over from 
t h e phase space of c l a s s i c a l mechanics t o t he H i l b e r t space of t h e wave func t ions , i n which 
t h e motion of the quantum system i s desc r ibed , as u s u a l , by a t r a j e c t o r y . 

F i n a l l y , and t h i s i s our main argument, both types of s t a t i s t i c a l phys ics system (with 
and without s t a b l e regions) always i n t e r a c t wi th each o the r through molecular c o l l i s i o n s , 
and a l s o through e lec t romagnet ic ( thermal) r a d i a t i o n . Under t h e s e cond i t ions t h e s t a b l e 
r eg ions can remain only fo r ve ry simple macroscopic or molecular systems wi th a small number 
of degrees of freedom ( 2 . 1 3 . 1 ) , and during a sho r t i n t e r v a l of t ime a s compared t o t he time 
of r e l a x a t i o n wi th t he surrounding medium. Simi lar e f f e c t s a r e a c t u a l l y observed, i n 
p a r t i c u l a r , i n s o - c a l l e d unimolecular r e a c t i o n s , fo r in s t ance thermal d i s s o c i a t i o n , i f t h e 
number of atoms i n the molecule i s g r e a t e r than 2 . At p resen t t h e r e a r e two con t r ad i c to ry 
t h e o r i e s on such r e a c t i o n s , one of which [ t h a t of Landau 1 5 3 ) and K a s s e l 1 5 4 ) ] i s based on 
the un l imi ted s t o c h a s t i c i t y of in t ramolecula r mot ion, whereas t h e o the r [ t h a t of S l a t e r 1 5 5 ) ] , 
on t h e c o n t r a r y , assumes the ex i s t ence of a f u l l s e t of i n t e g r a l s of motion. In r e a l i t y , 
a s confirmed by d i r e c t experiments and numerical c a l c u l a t i o n s 1 5 6 ) , when c o l l i s i o n s a r e r a r e 
a c e r t a i n in te rmedia te case occurs t h a t i s t y p i c a l fo r a system wi th d iv ided phase space 
(Sect ion 2 . 5 ) . In order t o avoid confusion, l e t us po in t out once again t h a t divergences 
from s t a t i s t i c a l behaviour a r e l im i t ed i n t h i s example by t h e very s h o r t i n t e r v a l of t ime 
between two success ive c o l l i s i o n s . 

The second cons iderably more profound ob jec t ion t o our genera l concept ion of t he 
s t a t i s t i c a l laws i s connected wi th t he very n a t u r e of mechanical motion as motion along a 
t r a j e c t o r y r e v e r s i b l e i n t i m e . This problem has been most thoroughly s t u d i e d by K r y l o v 3 0 ) . 
I t i s a l s o c lose ly connected with t he Loschmidt paradox, a r i s i n g from t h e c o n t r a d i c t i o n 
between t h e dynamical r e v e r s i b i l i t y and the s t a t i s t i c a l i r r e v e r s i b i l i t y of t h e motion. 

Kry lov ' s main ob jec t ion t o the c l a s s i c a l mechanical model of t h e s t a t i s t i c a l laws 
amounts t o t h e fol lowing. Since dynamical motion i s r e v e r s i b l e , i t s i r r e v e r s i b l e s t a t i s t i c a l 
p r o p e r t i e s (for in s t ance t h e inc rease or decrease of t he entropy) w i l l wholly depend on the 
initial conditions. Let us further consider the usual organization of a statistical experiment 
as a multiple repetition of a process under given macroscopic initial conditions. 
Then i n o rde r t o ob ta in s t a t i s t i c a l behaviour t h e d i s t r i b u t i o n funct ion of t h e microscopic 
i n i t i a l condi t ions for a given macroscopic s t a t e must be uniform in s u f f i c i e n t l y small 
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reg ions of the phase space . Meanwhile t h e evo lu t ion of the d i s t r i b u t i o n with time leads 
on t h e other hand, t o an inc reas ing ly s i n g u l a r s t a t e which i s easy t o v e r i f y by i n v e s t i g a t i n g 
t h e inverse n o t i o n . Thus we f ind i t v i r t u a l l y imposs ib le not only t o p rove , bu t even t o 
in t roduce a p o s t u l a t e concerning the i n i t i a l microscopic c o n d i t i o n s . 

Sometimes t h i s ob j ec t i on i s "developed" s t i l l f u r t h e r and i t i s a s s e r t ed t h a t from t h e 
p o i n t of view of t h e dynamical model t h e p r o b a b i l i t y of t h e entropy inc reas ing or decreas ing 
i s genera l ly i d e n t i c a l , s ince by v i r t u e of L i o u v i l l e ' s theorem the phase volume of t h e two 
s t a t e s with d i f f e r e n t entropy through which t h e system passes i n t h e process of motion i s 
i d e n t i c a l . I t w i l l be easy fo r us t o begin by r e f u t i n g t h i s e x p l i c i t l y i n c o r r e c t a s s e r t i o n , 
which i s i n f a c t based on a misunders tanding. The p o i n t i s t h a t i f t h e term "phase space 
volume" i s i n t e r p r e t e d l i t e r a l l y , i n any r e a l s i t u a t i o n i t i s equal t o z e r o , s ince we always 
have a f i n i t e number of systems (and of p a r t i c l e s i n a sys tem) , and a l s o a f i n i t e number of 
r e p e t i t i o n s of t h e experiment (see Sec t ion 2 . 1 0 ) . I f some i n d e f i n i t e phase volume i s 
in t roduced , determined approximately according t o a f i n i t e number of p o i n t s i n phase space , 
i t i s not conserved i n t h e process of motion. 

Let us examine t h i s l a t t e r case more thoroughly , u s ing as an example a system of 
N » 1 o s c i l l a t o r s of the type of t h e elementary model, weakly i n t e r a c t i n g with each o t h e r . 
We s h a l l descr ibe the s t a t e of t h i s system i n μ space (Sect ion 2 . 1 2 ) , which i n the p resen t 
case i s i d e n t i c a l w i th t h e phase square of t h e elementary model. The s t a t e of the system 
i s represented by N p o i n t s i n t h i s squa re . Let them be d i s t r i b u t e d s t a t i s t i c a l l y uniformly 
and independently so t h a t the system i n i t i a l l y occupies " a l l " the phase space . This does 
no t prevent i t , however, from congregat ing i n t h e p rocess of motion i n a very small 
reg ion ε of the phase square . Let us e s t ima t e t h e p r o b a b i l i t y of t h i s , assuming t h a t the 
r eg ion ε has a simple form. Let us cons ider t h e i nve r se process of mixing, when t h e 
reg ion ε i s transformed i n t o a system of narrow s t r i p s wi th an o v e r - a l l a rea of ε, uniformly 

d i s t r i b u t e d over the square (F ig . 2 . 4 . 1 ) . I t i s ev ident t h a t a l l t h e N p o i n t s must 
l i e an one of t h e s t r i p s of t h i s system: t h e p r o b a b i l i t y of t h i s i s ωε = εN o r , i f we a r e 
i n t e r e s t e d i n t h e congregat ion i n any small reg ion ε (decrease of the en t ropy ) : ω = εN-1 

But t h i s i s exac t ly the p r o b a b i l i t y corresponding t o t h e f l u c t u a t i o n . Thus L i o u v i l l e ' s 
theorem does not contradict the smallness of the fluctuations, which lead, in particular, 
precisely to a decrease of the entropy. 

The example taken i s a l s o the answer t o Kry lov ' s second ob jec t ion regarding the evolu t ion 
of t h e d i s t r i b u t i o n funct ion . Undoubtedly, t h e cont inuous £ f ine -g ra ined (Sect ion 2 . 1 0 ) ] 
d i s t r i b u t i o n funct ion tends with time t o become s i n g u l a r , as can e a s i l y be understood from 
t h e p i c t u r e of the mixing i n F ig . 2 . 4 . 1 . However, as a l r eady no t ed , such a funct ion does 
n o t correspond t o any r e a l experiment, i . e . i t i s e s s e n t i a l l y unobservable and should 
t h e r e f o r e be excluded from the theory and rep laced by a coarse -gra ined d i s t r i b u t i o n 
funct ion (Section 2 . 1 0 ) . The l a t t e r tends t o become uniform according t o the ergodic theo ry . 
This gives the p o s s i b i l i t y not only of e l im ina t i ng t h e con t r ad i c t i on pointed out by Krylov, 
i . e . of in t roducing a p o s t u l a t e concerning the i n i t i a l microscopic c o n d i t i o n s , but a l s o 
opens the way t o proving t h i s p o s t u l a t e . I t i s now n a t u r a l t o assume t h a t the i n i t i a l s t a t e 
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( t = 0) of t he process concerned ( t > 0) i n a system i s determined by the f i n i t e s t a t e of 
t he previous process ( t < 0) i n t h e same system. 

Here , however, t h e r e a r e two d i f f i c u l t i e s . The f i r s t i s due t o t h e f a c t t h a t uniform 
distribution occurs, according to the ergodic theory, only in the limit t → ∞. This difficulty 
is not important, since when there is positive K-entropy the mixing process runs 
exponent ia l ly f a s t and i n p r a c t i c e i s completed i n a comparat ively s h o r t t ime . However, 
t h e r e i s s t i l l the o t h e r d i f f i c u l t y , connected wi th t h e o rgan i za t i on of t h e s t a t i s t i c a l 
experiment. As noted above, mul t ip l e r e p e t i t i o n of t h e p rocess under s tudy i s assumed, 
wi th the same macroscopic c o n d i t i o n s . This requirement i s n o t ve ry d e f i n i t e , i n t he sense 
t h a t i t does no t mention the microscopic s t a t e . This g ives r i s e a t l e a s t t o t he su sp i c ion , 
i f not the c e r t a i n t y , backed e s s e n t i a l l y by our somewhat hazy i d e a of our freedom of w i l l , 
t h a t we can " c r e a t e " any i n i t i a l m i c r o - s t a t e and so ob ta in any course of t h e process i n 
con t r ad i c t i on t o t h e s t a t i s t i c a l experiment. Of c o u r s e , on t h e o t h e r hand t h e r e e x i s t s an 
intuitive idea that the microscopic co-ordinates are in fact "inaccessible" to the experimenter, 
so that in practice it is not in our power to influence the microscopic state of 
t h e macroscopic system. But t h i s does not c o n s t i t u t e a proof , and i n any event the re i s 
always t h e chance t h a t we s h a l l somehow l e a r n how t o do t h i s i n t h e f u t u r e , o r , t o quote a 
popular modern ca t ch -ph rase : "Nothing i s impossible for s c i e n c e ! " 

I t seems t o us t h a t these doubts can be banished on the b a s i s of an a n a l y s i s of the 
most important p rope r ty of a s t o c h a s t i c system -- the l o c a l i n s t a b i l i t y of motion developing 
exponent ia l ly wi th t ime . I t i s no t d i f f i c u l t t o v e r i f y t h a t owing t o t h i s p roper ty t h e r e 
i s no system i n n a t u r e t h a t i s c losed in r e l a t i o n t o i t s dynamical mot ion , except the whole 
Universe. As an example l e t us consider t he motion of gas molecules i n a model wi th hard 
b a l l s of r ad ius r , wi th a mean f ree pa th ℓ. Let us s tudy the p e r t u r b a t i o n of t h i s motion 
by the g r a v i t a t i o n a l f i e l d of a s i n g l e proton a t t he "o the r end" of t h e Universe , i . e . a t 
a d i s t ance R ~ 1028 cm. Taking i n t o account t h e f a c t t h a t t h e p e r t u r b a t i o n i s t i d a l and 
t h a t a change i n t h e g r a v i t a t i o n a l f i e l d of t he proton i s e s s e n t i a l on account of i t s 
d isplacement , we o b t a i n t he a d d i t i o n a l angular dev ia t ion of t h e gas molecule : 

(2 .13.2) 

where k i s t h e g r a v i t a t i o n a l constant and v the v e l o c i t y of t he molecule . This pe r t u rba t i on 
w i l l grow according t o t he law: 

(2 .13 .3) 

where n i s t h e number of success ive c o l l i s i o n s of t he molecule and in 

(2 .13.4) 

c o l l i s i o n s becomes (∆θ)1 ~ 1 , i . e . t he t r a j e c t o r y of dynamical motion changes cons iderab ly . 
I f one takes a gas under normal cond i t i ons : m ~ 10-24 g ; v ~ 105 cm/sec; ℓ ~ 1 0 - 5 cm; 
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r ~ 10- an , then e s t ima te (2 .13 .4 ) g i v e s : n1 ≈ 60, which r e q u i r e s only ~ 1 0 - 8 s e c . This 
l i m i t i n g example e a s i l y shows t h a t from t h e p o i n t of view of molecular dynamics t h e r e i s 
only one closed system -- the Universe as a whole, which naturally also includes the experimenter. 
The latter thus has no control either over his own or any other microscopic state. 
This s t a t e i s determined by t h e i n i t i a l cond i t ions of t h e Universe a t t = → ∞, and not a t a l l 
by "c rea t ing" the i n i t i a l s t a t e i n a s p e c i f i c s t a t i s t i c a l experiment . The v i o l a t i o n of 
s t a t i s t i c a l laws i n such a model i n an i n f i n i t e i n t e r v a l of t ime i s p o s s i b l e t h e r e f o r e only 
for i n i t i a l condi t ions of ze ro measure. The f a c t t h a t t h e Universe i s not i n t h i s s p e c i a l 
s t a t e i s t he minimal hypothes i s of our model. 

Being minimal, t h i s hypothes i s i s no t t r i v i a l , fo r the same reasons as those behind 
Krylov 's second ob jec t ion : when t → ∞ the phase po in t of t h e system tends towards a 
c e r t a i n except ional p o s i t i o n , whereas i t s i n i t i a l value ( t → - ∞) should not be e x c e p t i o n a l . 
I t seems t o u s , however, t h a t t h i s d i f f i c u l t y i s psychologica l r a t h e r than p h y s i c a l . The 
po in t i s t h a t the two excep t iona l regions ( t → ± ∞) a re completely d i f f e r e n t . Formally they 
d i f f e r only (!) by t h e change of the s ign of a l l t he v e l o c i t i e s , and t h i s has a kind of 
hypnotis ing e f f e c t . But we know t h a t even n e g l i g i b l e v a r i a t i o n of the i n i t i a l cond i t ions 
of a s t o c h a s t i c system l e a d s t o a complete change i n the t r a j e c t o r y of motion. With regard 
t o the above-mentioned excep t iona l regions when t → ± ∞, then as can e a s i l y be seen from the 
picture of mixing in Fig. 2.4.1, they represent two systems of intersecting strips. Therefore 
any exceptional region t → + ∞ is uniformly distributed over all the exceptional regions 
t → - ∞, i n other words i t completely l o se s a l l i t s e x c e p t i o n a l i t y when the v e l o c i t y i s 
r eve r sed . 

It seems to us that in this lies the answer to the Loschmidt paradox concerning irreversibility 
in statistical mechanics. 

With regard t o t h e predominant d i r e c t i o n of t h e thermodynamical processes i n t h e 
Universe , t h i s i s determined by i t s s t rong ly macroscopic non-uniformity of cosmological 
o r i g i n . The most important t h i n g here i s t he dominating r o l e of g r a v i t a t i o n a l i n t e r a c t i o n 
i n the Universe. When t h e r e i s such i n t e r a c t i o n t h e r e i s no s teady s t a t e a t a l l , on account 
of so -ca l l ed co l l apse (un l imi ted c o n t r a c t i o n ) , which t e rmina tes the development of both the 
Universe as a whole and of i n d i v i d u a l s u f f i c i e n t l y massive s t a r s 1 5 7 ) . Let us no te i n 
pass ing t h a t the absence of thermodynamical equ i l ib r ium makes thermal dea th of t h e Universe 
impossible . As f a r as we know, t h i s simple cons ide ra t ion was pu t forward very r e c e n t l y by 
Zel 'dovich and Nov ikov 1 5 7 ) . I f s i n g u l a r i t y does no t cease t o e x i s t upon t h e c o l l a p s e of 
t h e Universe* ) , a s t a t e w i l l occur which could be c a l l e d t h e cosmological dea th of the 
Universe. I f s i n g u l a r i t y c e a s e s , as one can , a p p a r e n t l y , conclude from t h e work of L i f s h i t s , 
Sudakov and Khala tn ikov 1 5 9 ) * * ) then the Universe p e r i o d i c a l l y has the chance of s t a r t i n g 
l i f e " a l l over aga in" (and of course of making a b e t t e r job of i t ! ) . 

*) For the closed model of t h e Universe , which i n our opinion i s more p r o b a b l e 1 5 8 ) . 

**) See moreover p . 551, of Ref. 157. 



- 116 -

Let us now b r i e f l y d i scuss a few p o s s i b i l i t i e s of e l im ina t ing the minimal hypothesis 
formulated above. I s such a hypothesis r e a l l y necessary? Can one s e l e c t such s p e c i a l 
i n i t i a l c o n d i t i o n s , even of zero measure, t h a t s t a t i s t i c a l behaviour proves impossible 
r e g a r d l e s s of the s t o c h a s t i c i t y of t he system? I t may t u r n out t h a t such cond i t ions simply 
do no t e x i s t independently of t h e i r measure. In o rder t o unders tand t h i s , l e t us r e t u r n t o 
t h e numerical experiment wi th t h e elementary model and assume t h a t t h e r e a r e abso lu t e ly no 
s t a b l e reg ions i n i t , as i n t he case of molecular c o l l i s i o n s . Since t h i s r e l a t e s t o r e a l 
numbers t h e r e a re always except ional i n i t i a l cond i t ions fo r which t h e motion does not obey 
any s t a t i s t i c a l law. The measure of such t r a j e c t o r i e s i s of course equal t o z e r o , bu t they 
e x i s t . However, a numerical experiment i s always l i m i t e d i n p r i n c i p l e by r a t i o n a l numbers 
because of t he f i n i t e number of d i g i t s of t h e computer man t i s s a , t h e measure of which i s 
a l s o equal t o ze ro . But two s e t s of zero measure and completely d i f f e r e n t n a t u r e c e r t a i n l y 
do no t i n t e r s e c t . In any event here t he r e i s a t h e o r e t i c a l p o s s i b i l i t y of r igorous proof 
t h a t a l l i n i t i a l cond i t ions lead t o s t o c h a s t i c mot ion. The ques t ion a r i s e s as t o whether 
t he same e f f e c t does no t a l s o occur i n n a t u r e as t h e r e s u l t of space- t ime q u a n t i z a t i o n , i f 
t h e l a t t e r r e a l l y e x i s t s . The answer t o i t i s no t a t a l l e v i d e n t , a s was seen i n t h e 
example of phase-space quan t i za t i on mentioned above. However, t h i s p o s s i b i l i t y i s no t 
excluded. I t i s i n t e r e s t i n g t h a t i n t h i s case even a r e v e r s a l of t he v e l o c i t y does not 
lead t o v i o l a t i o n of t he s t a t i s t i c a l l aws , s i n c e the t r a j e c t o r i e s of t h e forward and r e t u r n 
motion are not at all identical, on account of "round-off" ("quantization"). It is interesting 
to note that the motion is nevertheless in a certain sense reversible, since the 
dynamical equat ions inc luding the "round-off" procedure do no t change when t ime i s r eve r sed . 

I t i s s i g n i f i c a n t t h a t t he absolu te va lue of t he space- t ime quantum i n p r a c t i c e i s of 
no importance, as a r e s u l t of the exponent ia l development of t h e l o c a l i n s t a b i l i t y of t h e 
s t o c h a s t i c motion. So, fo r example, even though the quantum has an order of g r a v i t a t i o n a l 
l eng th (~ 10-55 cm for an e l ec t ron ) i t s in f luence on the dynamics of t he motion of the gas 
under normal condi t ions (see above example) w i l l be e f f e c t i v e a l r eady a f t e r ~ 16 c o l l i s i o n s , 
o r ~ 1 0 - 9 s e c . 

A new p e c u l i a r phase-space quan t i za t i on has been s tud ied by K r y l o v 3 0 ) . As noted 
above (Sect ion 2 .3) t he usua l quan t i za t ion (∆μ ~ h ) does no t l ead t o t he expected e f f e c t , 
as a r e s u l t of t h e change i n t he type of d e s c r i p t i o n . In order t o avoid t h i s d i f f i c u l t y , 
Krylov put forward the hypothesis t h a t macroscopic systems do not have a d e f i n i t e ψ func t ion , 
because of the s p e c i a l complementarity assumed by Krylov between the microscopic (quantum) 
s t a t e and i t s macroscopic (thermodynamical) c h a r a c t e r i s t i c . This l eads t o t h e quan t i za t ion 
∆μ » h and gives t he p o s s i b i l i t y of exp la in ing the s t a t i s t i c a l behaviour even i n the 
c l a s s i c a l formulat ion of t he problem (see above) . This hypothes is cannot be examined more 
thoroughly h e r e , s ince the p resen t paper i s r e s t r i c t e d exc lu s ive ly t o c l a s s i c a l mechanics. 
Let us only say t h a t t he development of t h i s hypothes i s seems t o us extremely i n t e r e s t i n g 
and, fur thermore , t h a t i t means e s s e n t i a l l y t h a t quantum mechanics i s i n a p p l i c a b l e t o a 
macroscopic system and consequently t h a t t h e r e i s no continuous t r a n s i t i o n through a quasiclassical r eg ion . 
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The o t h e r p o s s i b i l i t y o f e l i m i n a t i n g t h e m i n i m a l h y p o t h e s i s i s c o n n e c t e d w i t h t h e f a c t 
t h a t t h e e x a c t dynamica l l aws o f n a t u r e may p r o v e t o b e i r r e v e r s i b l e i n t i m e . Now t h i s i s 
one o f t h e p o s s i b l e e x p l a n a t i o n s o f t h e anomalous d e c a y o f t h e K - m e s o n 1 6 0 ) . I t i s a g a i n 
s i g n i f i c a n t t h a t u n d e r c o n d i t i o n s o f e x p o n e n t i a l l o c a l i n s t a b i l i t y o f t h e s t o c h a s t i c s y s t e m 
a r b i t r a r i l y s m a l l i r r e v e r s i b i l i t y o f t h e dynamica l e q u a t i o n s m i g h t b e s u f f i c i e n t . 

Sometimes i t i s assumed t h a t quan tum-mechan ica l m o t i o n i s e s s e n t i a l l y i r r e v e r s i b l e a s 
a r e s u l t o f t h e s o - c a l l e d " r e d u c t i o n " o f t h e ψ f u n c t i o n (wave p a c k e t ) by measu remen t , i . e . 
by i n t e r a c t i o n w i t h a m a c r o s c o p i c o b j e c t , wh ich i s n o t d e s c r i b e d b y t h e S c h r o e d i n g e r 
e q u a t i o n 2 7 ) . I n f a c t i n p r e s e n t - d a y quantum m e c h a n i c s t h e r e i s n o c l e a r u n d e r s t a n d i n g o f 
t h e p r o c e s s o f m e a s u r e m e n t , s o t h a t t h i s whole q u e s t i o n r e m a i n s o p e n . However, i n o u r 
o p i n i o n t h e r e i s a more p l a u s i b l e h y p o t h e s i s , which i s i n a s e n s e t h e o p p o s i t e : t h a t t h e 
" r e d u c t i o n " o f t h e ψ f u n c t i o n i s i t s e l f due t o t h e s t a t i s t i c a l p r o p e r t i e s o f t h e m a c r o s c o p i c 
m e a s u r i n g a p p a r a t u s . T h i s h y p o t h e s i s i s b a s e d on t h e f o l l o w i n g c o n s i d e r a t i o n . " R e d u c t i o n " 
of the ψ function must not necessarily be accompanied by the transformation of the original 
ψ function into one of the states whose superposition it was before the measurement. It is 
s u f f i c i e n t f o r t h e o r i g i n a l p u r e ( o r c o h e r e n t ) s t a t e t o h a v e b e e n t r a n s f o r m e d i n t o t h e mixed 
( o r i n c o h e r e n t ) o n e , i . e . f o r t h e p h a s e r e l a t i o n s be tween t h e s u p e r p o s e d s t a t e s t o have 

become indefinite. In the latter case there is no interference between the states and the 
ψ function gives the classical probability, when the system "in reality" is in one of the 
s t a t e s b e f o r e , b u t we do n o t know e x a c t l y w h i c h . I n c o n t r a s t t o t h i s , b e f o r e t h e measurement 
t h e sys t em was " i n r e a l i t y " i n a l l t h e s t a t e s s i m u l t a n e o u s l y ( p u r e s t a t e ) . But t h e d e s t r u c t i o n 
o f t h e p h a s e r e l a t i o n s be tween t h e s u p e r p o s e d s t a t e s , n e c e s s a r y f o r t h e t r a n s f o r m a t i o n o f 
the pure state into the mixed one, is also apparently inevitable as a result of the interaction 
of the micro-system with the statistical apparatus. This hypothesis of course needs 
d e t a i l e d i n v e s t i g a t i o n , w h i c h does n o t come w i t h i n t h e s c o p e o f t h e p r e s e n t p a p e r . L e t u s 
p o i n t o u t t h a t t h i s p r o b l e m h a s b e e n d i s c u s s e d f o r q u i t e a l o n g t i m e i n t h e l i t e r a t u r e 
( s e e , f o r e x a m p l e , Ref . 1 6 2 ) . 

I n c o n c l u s i o n l e t u s compare o u r p o i n t o f v i ew w i t h t h e l i n e a r model o f p r e s e n t - d a y 
s t a t i s t i c a l m e c h a n i c s , i n t r o d u c e d by B o g o l y u b o v 7 1 ) and more f u l l y d e v e l o p e d by P r i g o g i n e 
and h i s s c h o o l 4 9 ) ( s e e a l s o Ref . 1 6 1 ) . As a l r e a d y m e n t i o n e d i n S e c t i o n 2 . 1 1 , t h e l a t t e r 
model does n o t n e e d e r g o d i c i t y b u t i t i s v a l i d , i . e . i t l e a d s t o s t a t i s t i c a l l a w s , r i g o r o u s l y 
s p e a k i n g , o n l y i n t h e l i m i t o f a v e r y l a r g e number o f d e g r e e s o f f reedom N → ∞. For a 
finite N the application of the model has an upper time limit (Section 2.11). For macroscopic 
molecular systems this upper limit is very great163) and in practice is insignificant. 
I t i s e s s e n t i a l , h o w e v e r , t h a t even when N → ∞ a s t a t i s t i c a l d e s c r i p t i o n i s p o s s i b l e o n l y 
f o r t h e s m a l l s u b - s y s t e m N1 /N → 0 4 9 ) . T h i s c o n d i t i o n c a n b e f o r m a l l y s a t i s f i e d by t a k i n g 
o n l y t h e r e t a r d e d s o l u t i o n s o f L i o u v i l l e ' s wave e q u a t i o n ( 2 . 1 0 . 1 ) ( w i t h t h e a d d i t i o n a l 
r e q u i r e m e n t N, V → ∞; N/V = c o n s t . , V i s t h e volume o f t h e s y s t e m ) t h u s e x c l u d i n g t h e 
r e a c t i o n o f t h e whole s y s t e m on t h e s u b - s y s t e m s t u d i e d . Fo r t h e r e a s o n m e n t i o n e d , t h i s 
c o n d i t i o n i s somet imes i n c o r r e c t l y l i n k e d w i t h t h e p r i n c i p l e o f c a u s a l i t y 4 9 ) . I t seems t o 
u s b e t t e r t o speak o f d e f i n i t e i n i t i a l c o n d i t i o n s [ t h e a b s e n c e o f incoming (advanced) w a v e s ] , 
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s ince i n f ac t t h e t o t a l s o l u t i o n of L i o u v i l l e ' s equat ion ( r e t a rded + advanced) must a l s o 
s a t i s f y the p r i n c i p l e of c a u s a l i t y . 

In t he l i g h t of t h e above condi t ion i t can be s a id t h a t t he l i n e a r model makes i t 
p o s s i b l e t o ob ta in t h e Gibbs canonical d i s t r i b u t i o n for a sub-system i n a thermosta t without 
a microcanonical distribution of the whole closed system. The sub-system achieves statistical 
behaviour because of the additional demands on the parameters of the whole system 
( thermostat ) of t h e type of a requirement for random phases or f requencies (Sect ion 2 . 1 1 ) . 

A l i n e a r model i s p o s s i b l e i n s t a t i s t i c a l physics and i s very convenient by v i r t u e of 
t h e relative s i m p l i c i t y of i t s mathematical t echnique . However, i t i s n o t necessa ry and, 
i n f a c t , does no t correspond t o r e a l molecular dynamics, s i nce r e a l macroscopic molecular 
systems a r e s t o c h a s t i c (Sect ion 2 . 1 2 ) . This i s con t r ad ic to ry t o P r i g o g i n e ' s a s s e r t i o n t h a t 
such systems a r e no t e rgodic and have a f u l l s e t of i n t e g r a l s of m o t i o n 4 9 ) . The inaccuracy 
of t he l a t t e r a s s e r t i o n i s e v i d e n t , i f only from S i n a i ' s e x a m p l e 1 0 6 ) . The o r i g i n of t h e 
error is that the series representing these integrals, generally speaking, diverge. According 
to the KAM theory they converge only when the perturbation is sufficiently small, 
ou t s ide t he s t o c h a s t i c r e g i o n . Let us no te i n pas s ing , t h a t i n the s t o c h a s t i c r e g i o n , and 
more p r e c i s e l y , even for weak mixing (Section 2 . 3 ) , L i o u v i l l e ' s equa t ion (2 .10 .1) does not 
have e igenfunct ions a t a l l (except a c o n s t a n t ) . 

Never the le s s , t h e r e i s a region in which the l i n e a r model i s very impor tan t . Let us 
exp la in by t ak ing a gas as an example. In h i s approach t o s t a t i s t i c a l mechanics 
Bogolyubov54) in t roduced two c h a r a c t e r i s t i c time s c a l e s : the du ra t ion of t he i n t e r a c t i o n 
upon c o l l i s i o n ( τ i n ) and the time between c o l l i s i o n s ( τ c 1 ) . The l a t t e r t u r n s out t o be 
j u s t of the o rder of t he mixing t ime (~ h - 1 ) 30). Therefore our n o n - l i n e a r model works 
only f o r t » τc1, i . e . only i n a d i f fus ion (hydrodynamical) r e g i o n , where gas r e l a x a t i o n 
(d i f fus ion) t akes p l a c e i n co -o rd ina tes (compare with t he d i f fus ion of t h e b a s i c model, 
s c a l e τD, Sec t ion 2 . 1 0 ) . Gas r e l a x a t i o n i n momenta t akes p l ace j u s t i n a t ime ~ τc1, so 
t h a t i t cannot be descr ibed by a non - l i nea r model. In the b e s t case t h e l a t t e r g ives only 
the order of the relaxation time30). For the basic problem of the foundation of statistical 
physics such a lower time limit is unimportant -- what is more important is the absence 
of an upper l i m i t . However when i t comes t o app l i ca t i ons i t i s ve ry important t o extend the 
region of a p p l i c a b i l i t y of t he k i n e t i c equation i n the d i r e c t i o n of lower t i m e s . This can 
be done p r e c i s e l y by means of the l i n e a r model with an a d d i t i o n a l s p e c i a l l i m i t a t i o n on the 
condi t ions of t h e system. The most general l i m i t a t i o n of t h i s type was obta ined by S a n d r i 6 3 ) 

and c a l l e d by him " the p r i n c i p l e of the absence of p a r a l l e l mot ion" , which means t he absence 
of s t rong c o r r e l a t i o n s a t the i n i t i a l moment ( t = 0 ) . According t o our way of t h i n k i n g , 
t h i s " p r i n c i p l e " can be v a l i d a t e d on the b a s i s of the previous motion of t h e system ( t < 0) 
t ak ing i n t o account t h e mixing. Let us note t h a t " the absence of p a r a l l e l motion" according 
t o Sandri does not a t a l l mean, as i s sometimes s u p p o s e d 5 5 ) , the t o t a l absence of c o l l e c t i v e 
p roces se s . I t i s only necessary fo r t h e r e a l s o t o be random r e l a t i v e motion of t h e p a r t i c l e s , 
or more p r e c i c e l y , for t he p a i r c o r r e l a t i o n s t o grow no f a s t e r than v2

12 when v12 → 0 , where 
v12 i s t he r e l a t i v e v e l o c i t y of two p a r t i c l e s 6 3 ) . 
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CHAPTER 3 

NUMERICAL EXPERIMENTS 

This chapter g ives the c o l l e c t e d r e s u l t s of numerical experiments wi th the elementary 
model, which is apparently the simplest but is at the same time adequate for the basic problem 
concerning the motion of a system of weakly coupled non-linear oscillators. In this 
chapter we shall mainly study the basic criterion of stochasticity according to the overlapping 
of resonances, and also some details of the structure of the motion of a system with 
divided phase space. In our opinion the experimental results obtained below form a sufficiently 
reliable basis for the theory of stochasticity developed in this paper. Further 
experiments wi th more complicated models w i l l be p r e s e n t e d i n t h e next chap te r . 

3 .1 General remarks 

In the l a s t chap te r by means of s e m i - q u a l i t a t i v e phys i ca l cons ide ra t ions we e s t ab l i shed 
t h e ex i s t ence and es t imated the p o s i t i o n of the border of s t o c h a s t i c i t y fo r a one-dimensional 
n o n - l i n e a r o s c i l l a t o r under the ac t ion of ex t e rna l p e r i o d i c p e r t u r b a t i o n . This i s t he main 
r e s u l t given i n t h i s paper . Unfor tuna te ly , a t tempts a t Tigorous mathematical ana lys i s of 

the problem have so far met with insurmountable difficulties, due mainly to the very complicated 
structure of the phase plane of the system (see Sections 2.8 and 3.3). Under these 
cond i t ions i t i s n a t u r a l t o t u rn t o exper iments . In the p r e sen t c a s e , however, i t i s not 
necessary t o c a r r y out " r e a l " exper iments , i . e . t o observe the motion of some kinds of r e a l 
mechanical sys tems; fur thermore, t h i s i s n o t so simple t o do from a t echn ica l po in t of view, 
s i n c e conserva t ive systems a r e what i n t e r e s t us most . Apparent ly t h e be s t approximation 
would be the motion of pro tons i n c o l l i d i n g beam s t o r a g e r i n g s 8 0 ) . However, no such r i ngs 
have y e t been b u i l t * * ) . A r a t h e r l e s s s u i t a b l e experiment (because of r a d i a t i o n damping) i s 
t h e motion of e l e c t r o n s i n a magnetic t r a p under u l t r a - h i g h vacuum. Such experiments have 
been c a r r i e d o u t 8 1 - 8 3 ) wi th i n t e r e s t i n g r e s u l t s , which w i l l be d i scussed i n Sect ion 4 . 4 . 
Of cour se , the charm of " r e a l " experiments i s t h a t i n i n v e s t i g a t i n g even the s imples t question 
one may encounter a new fundamental law of nature by chance. However, if we limit ourselves 
a priori to so-called "constructive" physics *) (see Introduction), i.e. solely to the 
consequences of f i rmly e s t a b l i s h e d fundamental laws of n a t u r e , i n t h e p re sen t case t h e laws 
of mechanics, a much s impler and i n a sense more powerful method of i n v e s t i g a t i o n i s what 
i s known as numerical exper imenta t ion , which i n t h e p r e s e n t case i s taken t o mean numerical 
i n t e g r a t i o n of t he equat ions of motion by a d i g i t a l computer. Of cou r se , one can consider 
t h e computer i t s e l f t o be a s p e c i f i c mechanical system and c a l c u l a t i n g i n i t as a s p e c i a l 
case of a " r e a l " experiment, exac t ly a s , l e t us say , t he motion of e l e c t r o n s i n a magnetic 
t r a p can, i n i t s t u r n , be considered as an analogue ( e l e c t r o n i c ! ) computer. Never the less , 
t h i s " s p e c i a l " case ( the computer) i s sharp ly d i s t i n g u i s h e d by i t s unusua l , or one could 
say un l imi t ed , f l e x i b i l i t y , bear ing i n mind the p r i n c i p l e s of cons t ruc t i on of the computer 
and ignor ing the merely t e c h n i c a l l i m i t a t i o n s of the p r e s e n t day. Of course the l a t t e r 
must be carefully taken into account; as in any experiment, they determine its ultimate possibilities. 
For the computer the main limitations are: 

*) This apparent ly not very f e l i c i t o u s term i s used t o s i g n i f y such wide a reas of physics 
a s , for i n s t a n c e , s t a t i s t i c a l physics o r chemistry (see below) as d i s t i n c t from the 
narrower and more s p e c i a l i z e d problems of t echn ica l and app l i ed p h y s i c s . 

**) The author i s happy t o be wrong now on t h i s p o i n t a f t e r t he successfu l p u t t i n g i n t o 
opera t ion of t he f i r s t proton I n t e r s e c t i n g Storage Rings (ISR) a t CERN. 
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f i r s t l y , the need t o combine experimentat ion ( " r e a l " o r numerical ) w i th a n a l y t i c a l theory , 
even though s e m i q u a l i t a t i v e , wi thout which i t i s completely imposs ib le t o o r i e n t a t e onese l f in 
the inexhaustible sea of phenomena of applied physics; secondly, any use of numerical experimentation 
is just a heuristic method and not simply a way of obtaining specific numerical 
d a t a * ) . 

In this connection it should be noted that perhaps the main advantage of numerical experimentation, 
apart from its simplicity and convenience (when there is a good computer 
a v a i l a b l e ! ) i s t he p o s s i b i l i t y of extremely " p u r e " , i . e . f u l l y c o n t r o l l e d , o rgan iza t ion of 
t h e experiment and extremely f l e x i b l e v a r i a t i o n of t he c o n d i t i o n s , u n a t t a i n a b l e i n a " r e a l " 
experiment . Furthermore, a computer o f f e r s wide scope fo r p r o c e s s i n g , inc luding l o g i c a l 
p roces s ing , of computation r e s u l t s , even wi thout output from the machine, and these possibilities 
are beginning to be used also in "real" experiments, for instance by on-line computers. 
The main drawback of numerical experiment, better termed "apparatus" effect, which 
needs ca r e fu l watching, c o n s i s t s of s o - c a l l e d "computation e r r o r s " , which b o i l down t o 
round-off " e r r o r s " , i . e . connected wi th t h e f i n i t e number of mant i s sa d i g i t s i n the computer. 
The space of a l l q u a n t i t i e s i n computer experiments can be s a i d t o be "quan t ized" . This 
" appa ra tus" e f f e c t w i l l be thoroughly d iscussed i n Sec t ion 3 . 3 . 

Below we desc r ibe numerical experiments wi th t h e most s imple models s p e c i a l l y cons t ruc ted 
fo r i n v e s t i g a t i n g the fundamental c h a r a c t e r i s t i c s of s t o c h a s t i c i t y . In t he next chapter we 
s h a l l dea l wi th some app l i ca t i ons of the theory developed t o more o r l e s s p r a c t i c a l problems. 
The numerical experiments carried out in this connection may also be considered as a continuation 
of the experiments with the most simple models, although they are already considerably 
more d i f f i c u l t t o i n t e r p r e t on account of the much g r e a t e r complexity of the corresponding 
dynamical systems. This l a s t remark app l i e s a l s o t o t he incomplete numerical experiments 
wi th t h e most s imple many-dimensional system, descr ibed i n Sec t ion 3 . 6 . 

Quite a number of papers have appeared r e c e n t l y on the s u b j e c t of numerical experiments 
s i m i l a r t o those descr ibed i n t h i s and the subsequent c h a p t e r s . Perhaps t he c l o s e s t r e s u l t s 
a r e those obta ined by Henon and H e i l e s 9 2 ) and G r e e n e 4 7 ) . References t o o t h e r papers a r e 
made i n t he course of our r e p o r t . 

In what follows, for the sake of brevity we shall replace the term "numerical experiment" 
by the term "experiment"; this will not lead to misunderstandings, since everywhere 
i n t h i s paper except i n Sect ion 4.4 we mention only numerical exper iments . 

The major i ty of the experiments descr ibed i n t h i s chap te r (except f o r Sect ion 3.6) were 
c a r r i e d out on the BESM-6 a t the Computing Centre of t he S ibe r i an Sec t ion of the USSR Academy 
of Sc iences , i n co-opera t ion wi th I s r a e l e v . 

*) There i s a very i n t e r e s t i n g d i scuss ion of t he h e u r i s t i c r o l e of t h e computer i n an even 
wider c l a s s of s o - c a l l e d mathematical exper iments , no t n e c e s s a r i l y connected wi th the 
integration of differential equations, in a paper by Ulam'3). It is also extremely useful 
permanently to associate computer experimentation with the experimenter's theoretical 
conc lus ions . This continuous l i n k between man and machine has even been given a s p e c i a l 
name, t he " syne rge t i c a p p r o a c h " 9 3 , 9 4 ) . I t seems t o u s , however, t h a t t h i s i s a t y p i c a l 
experimental s i t u a t i o n and the " s y n e r g e t i c approach" can be cons idered simply as a 
s p e c i a l case of " r e a l " experiment. 
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In the majority of the experiments use was made of the most simple non-trivial "force": 

(3.2.5) 

Here the minimum number of mul t ip l i ca t ions was chosen and the l i n e a r term (-ψ) improves the 
smoothness (only the derivative is discontinuous); the coefficient 1/6 eliminates the constant 
drift φ (< f > = 0), leaving only the diffusion. 

For some cont ro l experiments an ana ly t i ca l " fo rce" *) was used: 

(3.2.6) 

F i n a l l y , for the study of s t ab l e regions use was made of the t ransformation: 

(3.2.7) 

which i s e s s e n t i a l l y equivalent to the elementary model (3 .2 .1 ) (with f = - ψ 3 ) , but does not 
conta in the fac tor k **) and what i s most important , makes i t pos s ib l e t o avoid taking the 
f r ac t i ona l p a r t s (for s t a b l e t r a j e c t o r i e s ) . As a r e s u l t a record computation speed was 
achieved for the l a t t e r model -- 7 psec per s t e p ( 3 . 2 . 7 ) , whi le the computing speed for 
model (3.2.1) with a "force" (3.2.5) was about 20 μsee per step. In order to achieve maximum 
computation speed the program was written in computer language. In particular, it was 
poss ib l e t o f i t a l l the main loop of the computing of t ransformat ion (3 .2 .1 ) proper in the 
f a s t r e g i s t e r s of the BESM-6, which obviated the need for r e l a t i v e l y slow access t o the 
opera t iona l memory. Moreover, the normalizat ion and round-off were suppressed, i . e . in f ac t 
f ixed-poin t was used; t h i s fur ther increased the computation speed. 

The main output data was a histogram of t he d i s t r i b u t i o n funct ion of the t r a jec to ry i n 
the phase p lane , i . e . the number of times the t r a j e c t o r y en te red each of the b ins of the 
phase square . I t i s not given, as a r u l e , on account of i t s extreme cumbersomeness even for 
very rough subdivis ion of the phase plane (32 × 32 b i n s , 1024 numbers) ***). On the bas i s of 
the histogram a much more compact phase map can be cons t ruc ted (see fo r example Figs . 3 .3 .1 
and 3 . 3 . 2 ) , which records only the fac t of whether o r no t t h e t r a j e c t o r y en t e r s each of the 
b i n s . 

The f i n e s t d iv i s ion of the phase plane i n order t o ob ta in t he histogram was 
128 × 128 = 16384 b i n s . For a phase map i t i s not necessary t o occupy a whole word of the 
machine memory for each bin, it is sufficient to use one binary digit). This makes it possible 
to increase the number of bins to 512 × 1024 = 524288. With this number of bins the 

*) The fac tor 2Π i n amplitude was introduced for e a s i e r comparison wi th ( 3 . 2 . 5 ) . 
**) The in t roduc t ion of t h i s factor i n to (3 .2 .7 ) i s equ iva len t t o the transformation φ→φ/√k: ψ → ψ/√k. 

***) See a l so Section 3.6 where individual sec t ions of s i m i l a r histograms a re given. 
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output of even a phase map becomes imposs ib le , and one has t o l i m i t onse l f t o computing the 
empty and f u l l b i n s and t o t he output of c h a r a c t e r i s t i c s e c t i o n s of t he phase p lane map 
(see for example F i g . 3 . 5 . 2 ) . Let us no te t h a t a l l a r r ay dimensions fo r t he d i s t r i b u t i o n 
function and phase map were chosen equal t o some power of two, which considerably s impl i f i e s 
programing i n computer language. Some s p e c i a l p rocess ing methods w i l l be descr ibed below. 

3.3 Kolmogorov s t a b i l i t y 

Let us begin wi th a d e s c r i p t i o n of experiments on Kolmogorov s t a b i l i t y . I t should be 
r e c a l l e d t h a t t h i s means the ex i s tence of non-resonant i n v a r i a n t t o r i 2 0 ) , which fo r system 
(3 .2 .1) have t h e form of curves c ross ing the whole of t h e phase square along the ax i s ψ. 
In p a r t i c u l a r , f o r an unperturbed system (k = 0) they a r e simply s t r a i g h t l i n e s : φ = cons t . 
According t o t h e KAM theory (Section 2.2) t h i s i nva r i ance does n o t , gene ra l ly speaking, 
extend to the resonant regions, situated for transformation (3.2.1) in the vicinity of rational 
values of the momentum: 

(3 .3 .1) 

r , q a re i n t e g e r s . I f the resonances of t h i s system o v e r l a p , t h e non-resonant t o r i , and with 
them a l s o the Kolmogorov s t a b i l i t y , van i sh . 

According t o t he es t imates i n Sect ion 2.7 under t he c o n d i t i o n : 

(3 .3 .2) 

overlapping of t h e resonances of the h ighe r harmonics (of t h e f i r s t o rde r ) takes p lace for 
any k → 0 . 

For " f o r c e " (3 .2 .5 ) ℓ = 0 ( d i s c o n t i n u i t y of t h e f i r s t d e r i v a t i v e ) and the re fo re i t can 
be expected t h a t t h e r e w i l l be no Kolmogorov s t a b i l i t y f o r any k . Figure 3 .3 .2 gives the 
phase diagram fo r k = 0 . 2 . I t w i l l be seen t h a t t he s t o c h a s t i c component c rosses t he whole 
region along φ, l eav ing only i s o l a t e d i s l e t s of s t a b i l i t y . This i n f a c t s i g n i f i e s the 
absence of Kolmogorov s t a b i l i t y as determined above. 

For smal l e r va lues of k, however, t he region occupied by the t r a j e c t o r y i s l im i t ed in 
φ, a t l e a s t dur ing t h e computation time t o = 1 0 8 . Moreover, towards t h e end of t he motion 
( t 0.7 × t o ) , no d i f fus ion a t a l l can be observed t o w i t h i n t h e s i z e of t he phase b in 
(∆φ = 1/128). 

For t h e o t h e r " f o r c e " (3 .2 .3 ) wi th t h e same smoothness parameter ℓ = 0 t he s t o c h a s t i c 
component remained l i m i t e d in φ even fo r k ≈ 1 during t = 5 × 1 0 8 . 

At p r e s e n t i t i s no t q u i t e c l e a r whether t h i s means t h e e x i s t e n c e of some region of 
Kolmogorov s t a b i l i t y , i . e . incomplete over lapping of r e sonances , o r a very small d i f fus ion 
c o e f f i c i e n t . I t can be a s s e r t e d only t h a t t he resonance r eg ions occupy a cons iderab le p a r t 
of the phase p l a n e , s i n c e out of ten randomly chosen i n i t i a l cond i t i ons [ fo r " fo r ce" ( 3 . 2 . 5 ) , 
k ≈ 0.01] i t t u rned ou t t h a t four l ay i n s i d e resonances of h igh (q ~ 100) harmonics (motion 
l imi ted i n ψ), s i x f e l l i n narrow (∆Φ ~ 1 0 - 3 ) s t o c h a s t i c bands (probably destroyed s e p a r a t -
r i c e s ) and t h e r e was no t one case of Kolmogorov s t a b i l i t y . A summary phase map i s given in 
F ig . 3 . 3 . 3 . The resonance regions can be c l e a r l y seen i n s i d e the s t o c h a s t i c bands. However, 
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the most i n t e r e s t i n g f ea tu re of the motion i n our opin ion i s the overlapping s t o c h a s t i c 
bands with diffusion limited in φ. This shows especially clearly the extraordinarily complicated 
structure of the phase plane of the system under consideration, if moreover it is 
taken i n t o account t h a t t h e b i n s i z e (∆φ.∆ψ) i n F i g . 3 . 3 . 3 i s approximately 
(3 × 10-5) × (6 × 1 0 - 5 ) . 

A no l e s s i n t e r e s t i n g case i s i l l u s t r a t e d i n F i g . 3 .3 .4 *) which g ives t h e phase 
map of the motion f o r " f o r c e " (3 .2 .3) and k = - 1 . 1 4 5 . Here t h e grey c i r c l e s show t h e region 
of the phase space a c t u a l l y occupied by the t r a j e c t o r y of motion, and the black c i r c l e s and 
c rosses represen t t h e p e r i o d i c a l extens ion of t h e "g rey" r eg ion along the ax i s φ. Both 
regions overlap ( the over lapping b ins a re r ep re sen ted by c r o s s e s ) , neve r the l e s s t he diffusion 
i s l imi t ed by the "grey" reg ion , a t l e a s t dur ing t h e computation t ime (3 × 106 s t e p s ) . This 
shows that there are possibly very narrow gaps in the set of overlapping resonances of different 
harmonics. A similar hypothesis was discussed in Section 2.7. 

I t i s poss ib le t o exp la in t h e s topping of t h e d i f f u s i o n i n a completely d i f f e r e n t way --
a t t r i b u t i n g i t t o s o - c a l l e d "cyc l ing" , i . e . t h e appearance of p e r i o d i c a l motion because of 
t h e f i n i t e number of p o i n t s of the computer phase space (see below) . "Cycling" i s f a c i l i t a t e d 
by the f a c t t h a t i n some segments along φ t h e d i f fu s ion can be very slow (Section 2 . 7 ) . 

In order to verify the above assumptions, experiments were carried out with an artificially reduced 
number of mantissa digits. This was done by "cutting off" the lowest digits of 
φ and ψ a f t e r each s t e p of the t ransformat ion . Some of t h e r e s u l t s of these experiments are 
given in Table 3.3.1, which gives the number of bins of the phase square (out of 16384) filled 
by the trajectory, depending on the number n of binary digits of the mantissa "cut off", 
fo r two values of the parameter k . 

I f gaps a re the reason why the d i f fus ion s t o p s , then an i n c r e a s e of n should f a c i l i t a t e 
diffusion on account of "jumping" over these gaps; if the "cycling" is responsible, the opposite 
effect should be observed, since "cycling" appears more easily when there are less 
d i g i t s . From Table 3 . 3 . 1 i t can be seen t h a t t he dependence of t h e d i f fus ion on n i s of a 
complicated and con t r ad i c to ry n a t u r e , and i t i s p o s s i b l e t h a t both f a c t o r s a re o p e r a t i v e . 
In any case t h i s ques t ion r e q u i r e s f u r t he r s tudy . 

Table 3 . 3 . 1 

0 6 11 14 15 16 25 

k ≈ 0.143 6515 4528 11270 13807 6996 14427 

k ≈ 0.03 1246 808 144 

*) This drawing i s borrowed from Ref. 76 where a s i m i l a r problem was s t u d i e d . 
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Let us no te t h a t a s i m i l a r e f fec t of s topping t h e d i f fu s ion had a l s o been observed 
e a r l i e r i n numerical experiments by Courant 9 7 ) and H i n e 9 8 ) . Thus t h e motion i n t h i s case i s 
i n a sense even more s t a b l e than could be expected from t h e f i r s t approximation (Sect ion 2 . 7 ) . 
Never theless one has the impression t h a t i n t he case s t u d i e d (ℓ = 0) t h e r e i s i n f a c t no 
Kolmogorov s t a b i l i t y ou t s ide the resonances , i n accordance wi th t h e e s t ima te s of Sect ion 2 . 7 . 
According t o t h e r e s u l t s of Ref. 76 the same apparen t ly t akes p l ace fo r t he case ℓ - 1 , 
whereas fo r ℓ = 2 the r e s u l t s of t h i s paper a r e not i n c o n s i s t e n t wi th Kolmogorov s t a b i l i t y , 
aga in i n accordance with the r e s u l t s of Sect ion 2 .7 

F i g . 3 . 3 . 5 : Phase map for the a n a l y t i c a l " f o r c e " ( 3 . 2 . 6 ) : 128 × 128 b i n s ; 
k ≈ 0 .62 ; t = 10 7 . The hatched region r e p r e s e n t s t he s t o c h a s t i c l a y e r i n 
t h e v i c i n i t y of t he s e p a r a t r i x of the main resonance . 

For purposes of comparison F ig . 3 .3 .5 gives t h e phase diagram of system (3 .2 .1 ) wi th 
an a n a l y t i c a l fo rce ( 3 . 2 . 6 ) , fo r which the amplitude of t h e harmonics decreases exponent ia l ly . 
I t can be seen t h a t t he re remains only a small uns t ab l e band along the resonance s e p a r a t r i x 
(Sect ion 2 . 8 ) . Recent numerical expe r imen t s 1 8 4 ) seem t o p o i n t i n t h e d i r e c t i o n of the former 
cause, i.e. the existence of extremely thin gaps of less than 10-12, since for double precision 
computation the diffusion drops considerably. 

I t i s inconvenient t o use force (3 .6 .2 ) fo r numerical exper iments , s i n c e i t takes too 
long t o compute the s i n e . I t was the re fo re used only fo r t he check experiments (see below). 

Let us now r e t u r n t o the i s o l a t e d s t a b l e reg ions which can be w e l l seen i n F i g s . 3 .3 .1 
and 3 . 3 . 2 . Ihey l i e i n s ide the resonances of va r ious harmonics . The l a r g e s t region of 
stability corresponds to the basic resonance q = 1, although in Fig. 3.3.2 one can distinguish 
stable regions of resonances of up to the fifth harmonic inclusive. 

The reason f o r the increased s t a b i l i t y of t he se reg ions i s t h a t the t r a j e c t o r i e s here 
a r e l i m i t e d i n ψ (see for example F igs . 3 .3 .1 and 3 .3 .6) and do n o t g e n e r a l l y speaking cross 
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(3 .3 .3 ) 

t h e phase map of which i s g iven i n F ig . 3 . 3 . 6 for t = 5 × 1 0 6 . The f r a c t i o n a l p a r t s he re 

F ig . 3 . 3 . 6 : The phase p lane of system ( 3 . 3 . 3 ) ; t h e n o t a t i o n i s t h e same 
as in Fig. 3.3.1; the ergodic trajectory corresponds to the initial conditions 
φ'0 = 0; ψ'o ~ 0.830; the long computation trajectory φ'0 = 0; 
ψ'o = 0.735 i s represen ted by small c i r c l e s ; t h e c ros ses r e p r e s e n t t h e 
o ther s t a b l e t r a j e c t o r y near t h e second order resonance: φ'0 = 0 ; 
ψ'o = 0 .803; fo r a l l t h r e e t r a j e c t o r i e s t = 5 × 1 0 6 . 

a r e ind i spensab le , s i n c e i n the opposi te_case t h e t r a j e c t o r y in t h e s t o c h a s t i c r eg ion 
rapidly runs to infinity: Φn ~ ψn ~ C(3n) C > 1. By computation this leads to overflow. 
The transformation coefficient 8 and the shift of ψ by 1/2 were chosen with a view to convenient 
arrangement of the stable region in a standard phase square 1×1. 

From F ig . 3 .3 .6 i t follows t h a t the border of s t a b i l i t y l i e s somewhere i n t h e i n t e r v a l 
0.69 < ψs < 0.93 (φ = 0 ) . The more accu ra t e measurements of Ref. 76 lead t o the value 
ψs = 0.80 (for t = 1 0 6 ) . 
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F i g . 3 . 3 . 7 : Weak d i f fus ion due t o round-off fo r t r ans fo rmat ion ( 3 . 2 . 7 ) : 
∆φ i s t h e d e v i a t i o n of t h e experimental p o i n t s from t h e i n t e r p o l a t i o n 
s t r a i g h t l i n e i n u n i t s of the maximum round-off e r r o r (space "quantum") 
∆r = 1 0 - 1 2 ; φo ≈ -0 .316 (long computat ion) ; t h e p o i n t s on t h e l e f t 
r e l a t e t o t h e beginning of t h e long computation and those on t h e r i g h t 
t o t h e end. 

F i g . 3 . 3 . 8 : Search for t h e c o r r e l a t i o n ∆φ, ψ : O - t h e beginning of 
t h e long computation; x - t h e end of t h e long computation (see 
F i g . 3 . 3 . 7 ) . 
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From F i g . 3 . 3 . 7 i t can be s e e n t h a t t h e r e i s a c o n s p i c u o u s s t o p p i n g of d i f f u s i o n a f t e r 
t ~ 1 0 8 . Th i s i s a p p a r e n t l y e x p l a i n e d , a t l e a s t i n p a r t , by " c y c l i n g " , i . e . t h e appearance 
o f p e r i o d i c i t y of t h e m o t i o n . " C y c l i n g " n e c e s s a r i l y o c c u r s soone r o r l a t e r a s a r e s u l t of 
t h e f i n i t e number o f p o i n t s (S) of t h e p h a s e p l a n e i n t h e computer p r e s e n t a t i o n . The maximum 
possible time until "cycling" begins is obviously: Tc = S, after which one of the previous 
points of the trajectory is necessarily reached and consequently an exact repetition 
of t h e mot ion b e g i n s . I n t h e c a s e unde r c o n s i d e r a t i o n S i s de t e rm ined by t h e a r e a of t h e 
r i n g a long t h e t r a j e c t o r y , t h e w i d t h o f which (d) depends on t h e s c a t t e r i n g of t h e p o i n t s 
i n F i g . 3 . 3 . 7 : S = L • d ≈ 2 × 1 0 1 2 × 1600 ≈ 3 × 1015, where L≈2× 1 0 1 2 i s t h e p e r i m e t e r 
o f t h e t r a j e c t o r y i n u n i t s o f maximum r o u n d - o f f e r r o r ∆r = 1 0 - 1 2 which i s t h e computer space 
"quan tum" . 

I n o r d e r t o o b t a i n a more r e a l i s t i c e s t i m a t e o f t h e q u a n t i t y Tc we s h a l l assume t h a t 
t h e round-o f f i s c h a r a c t e r i z e d by "random" d i f f u s i o n w i t h a c o e f f i c i e n t D0 ( see b e l o w ) . 
Then t h e p r o b a b i l i t y o f t h e t r a j e c t o r y a r r i v i n g i n one o f t h e p r e v i o u s p o i n t s i n a s t e p i s 
equal to the relative density of occupation of the phase space by the trajectories: 
ω(t) = t/L • d(t), where d(t) ≈ 2√2 Dot. The beginning of the "cycling" is determined (on 
t h e ave rage ) from t h e c o n d i t i o n : ∫T

0c ω d t = 1 ; t h i s g i v e s 

( 3 . 3 . 5 ) 

P u t t i n g h e r e t h e e x p e r i m e n t a l v a l u e o b t a i n e d be low * ) Do ≈ 4 × 1 0 - 3 , we o b t a i n : T c ≈ 6 × 1 0 7 . 
This does not contradict the data of Fig. 3.3.7, but it also does not prove that the limitation 
of the diffusion is necessarily due to the "cycling". This question will be discussed 
f u r t h e r a l i t t l e l a t e r o n . 

Let us n o t e t h a t i n t h e s t o c h a s t i c c a s e L • d ~ L2 ~ S = 1 0 2 4 , and T c ~ √s ~ 1 0 1 2 , s o 
t h a t " c y c l i n g " i s c o m p l e t e l y i n s i g n i f i c a n t . The d i f f u s i o n c o e f f i c i e n t c an be de t e rmined 
from t h e mean d i s p l a c e m e n t (∆φ)τ be tween t h e p o i n t s i n F i g . 3 . 3 . 7 , which a r e s e p a r a t e d by 
an i n t e r v a l of t ime Τ: 

( 3 . 3 . 6 ) 

The r e s u l t s o f t h e computa t ion of Dexp f o r a l l t h r e e t r a j e c t o r i e s ( s e e above) a r e 
g i v e n i n Table 3 . 3 . 2 , which a l s o g i v e s t h e mean v a l u e s o f t h e d i f f u s i o n c o e f f i c i e n t s f o r 
a l l t h e t r a j e c t o r i e s . Moreover , i t g i v e s t h e e x p e r i m e n t a l r o o t - m e a n - s q u a r e e r r o r s , which 
s a t i s f a c t o r i l y a g r e e w i t h t h e e x p e c t e d v a l u e s . The v a r i a n c e be tween d i f f e r e n t v a l u e s o f 
Dexp. i n c l u d i n g t h o s e f o r v a r i o u s τ, does n o t s u b s t a n t i a l l y exceed t h e s t a t i s t i c a l e r r o r s . 
The l e a s t p r o b a b l e a r e t h r e e s m a l l v a l u e s o f Dexp f o r Τ = 10 8 ( p r o b a b i l i t y ~ 6%). However, 
i f r e j e c t i n g t h e end of t h e long c o m p u t a t i o n , wh ich i s p o s s i b l e , c o r r e s p o n d s t o " c y c l i n g " 
and i s t h e r e f o r e i n s i g n i f i c a n t , t h e p r o b a b i l i t y o f t h e two r ema in ing c a s e s i s i n c r e a s e d t o 
16%, which i s no l o n g e r a s u b s t a n t i a l d e v i a t i o n . 

*) Here and i n what fo l lows a l l l e n g t h s a r e i n u n i t s o f ∆r. 
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Table 3 .3 .2 

τ 
Long computation 

φ0 = -0.316 φo =- -0.187 φ0 - -0.350 < Dexp> τ 
Beginning End 

φo =- -0.187 φ0 - -0.350 < Dexp> 

106 3.2 × 10-3 3.5 × 10-3 5.5 × 10-3 4.3 × 10-3 (4.1 ± 0.9) × 10-3 

107 5.7 × 10-3 2.8 × 10-3 2.4 × 10-3 1.5 × 10 -3 (3.1 ± 1.6) × 10-3 

108 4.7 × 10-3 1.1 × 10-3 0.9 × 10 -3 1.0 × 10 -3 (1.9 ± 1.9) × 10-3 

The d i s t r i b u t i o n of l a rge va lues of (∆φ)τ was a l s o s t u d i e d . At the beginning of the long 
computation they agree well wi th the normal law, and a t t h e end t h e r e a r e two jumps, the 
p r o b a b i l i t y of which i s ~ 1 0 - 2 . The l a t t e r may a l s o s i g n i f y t h e "cyc l ing" e f f e c t a t the 
end of t h e long computation. If t h i s case i s r e fu sed , one has t h e impression t h a t the 
accumulat ion of round-off " e r r o r s " indeed fol lows a d i f f u s i o n law. 

The same r e s u l t i s obtained from an a d d i t i o n a l s e r i e s of experiments wi th a r t i f i c i a l 
r e d u c t i o n of the number of mantissa d i g i t s by 2 , 4 , 8 , 12 , 16 b ina ry d i g i t s out of 40. The 
mean d i f f u s i o n coe f f i c i en t of t h i s s e r i e s i s < D > = (5 .6 ± 1.2) × 1 0 - 3 , which agrees well 
w i th t h e r e s u l t s i n Table 3 . 3 . 2 . 

When 20 d i g i t s were "cut off" "cyc l ing" was observed f o r t ≈ 1 0 6 . I f es t imate (3 .3 .5) 
i s a p p l i e d h e r e , we obta in Tc ≈ 6000, i . e . almost 200 t imes l e s s than the va lue observed. 
This r e s u l t can be expla ined , for example, by t h e s t r o n g c o r r e l a t i o n s of neighbouring values 
φ, ψ. If this really is the main cause, strong correlation of approximately 200 neighbouring 
values can be expected. This hypothesis is partly confirmed below when the diffusion 
c o e f f i c i e n t i s c a l c u l a t e d . I f i t i s app l ied t o t h e long computat ion, " cyc l ing" can be 
expected only when τ ~ 1 0 1 0 , i . e . only a t t h e very end of t h e long computation. Then t h e r e 
must be some o ther reasons for the l i m i t a t i o n of t he d i f f u s i o n a f t e r τ ~ 1 0 8 , which can be 
c l e a r l y seen i n Fig . 3 . 3 . 7 . The ques t ion a s a whole r e q u i r e s f u r t h e r s tudy . 

I t should be pointed out t h a t according t o t h e r e s u l t s i n Table 3 .3 .2 i f t he re i s any 
change i n the d i f fus ion coe f f i c i en t i t decreases r a t h e r t han grows wi th τ. Hence i t fo l lows, 
i n p a r t i c u l a r , t h a t w i th in the l i m i t s of s t a t i s t i c a l f l u c t u a t i o n s t h e r e i s no permanent 
d r i f t , i . e . no systemat ic accumulation of e r r o r s . Let us w r i t e t he upper l i m i t of poss ib le 
d r i f t i n t he form: Vφ = d(∆φ)/dt √ D e x p / t ≈ 6 × 10-6 ( i n u n i t s of ∆r). 

The abso lu t e va lue of t he d i f fus ion c o e f f i c i e n t Dexp ≈ 4 × 10-3 (Table 3 .3 .2) does not 
correspond a t a l l t o the expected value for random e r r o r s ( ∆ ) . The l a t t e r can be ca lcu la t ed 
according t o the formula: D r = <∆2>/2. The q u a n t i t y <∆2> depends on the round-off a lgor i thm. 
In our case the lowest d i g i t s of the product were simply r e j e c t e d , which corresponds t o a 
random q u a n t i t y of ∆, uniformly d i s t r i b u t e d i n the i n t e r v a l ( - ∆ r , ∆r). Since i n one s t e p of 
t h e t rans format ion (3 .2 .7) t h e r e a re two m u l t i p l i c a t i o n s *), D = <∆2> = l/3, i . e . i t i s 
approximately 80 times g r e a t e r than the experimental v a l u e . This d iscrepancy may s ign i fy 

*) Since we used f ixed-poin t a r i t h m e t i c (Sect ion 3.2) t h e r e was no round-off when doing 
a d d i t i o n . 
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s t rong c o r r e l a t i o n of neighbouring e r r o r s . Let us assume, fo r example, t h a t the c o r r e l a t i o n 
decreases according t o an exponent ia l law: ρ = e - n / n ° , where n i s t he number of s t e p s . 
Using express ion (2.10.5b) for the d i f fus ion c o e f f i c i e n t t ak ing i n t o account the c o r r e l a t i o n s , 
we o b t a i n : no ≈ 80. 

Let us now have a c l o s e r look a t the accumulation of random e r r o r s , l i m i t i n g ourselves 
t o t he most simple case of i n t e r e s t t o us i n f i x e d - p o i n t a r i t h m e t i c . In t h i s case the e r ro r 
i s determined simply by the lowest d i g i t s of t he p r o d u c t . But t h i s ope ra t ion i s s imi l a r to 
one of the standard kinds of pseudo-random number generator (Ref. 95, 96, see also Section 
4.7). Thus, the problem of round-off error accumulation is brought mainly to the study 
of various pseudo-random number generators. The specific mechanism of such a generator depends 
on the computation algorithm. In the present case the generator turns out to be rather 
p o o r , judging by t h e value of t he c o r r e l a t i o n c i t e d above. P r e c i s e l y such a genera tor has 
no t been s t ud i ed , a s f a r as we know, but s i m i l a r ones con t a in ing the squar ing opera t ion in 
f a c t g ive poor r e s u l t s 9 5 ) . I f our t ransformat ion con ta ined t h e ope ra t ion of mul t ip ly ing by 
a c o n s t a n t , we should ob ta in a genera tor of t h e type of system ( 2 . 3 . 3 ) , which i s s t o c h a s t i c , 
with an enormous constant k ~ ∆-1

r. Various tests of this generator show that it gives random 
numbers (usually called pseudo-random) of very good quality (Section 4.7). Accordingly, 
i n t h i s case t he accumulation of e r r o r s must t ake p l a c e accord ing t o a random law. This 
l a s t r e s u l t i s confirmed, appa ren t ly , by the d a t a of Ref. 91 on t h e i n v e s t i g a t i o n of transformation 
(3.3.8a), which contains just such multiplication by a constant. The "error diffusion" 
in this case agrees with the merely random diffusion91). 

A s l i g h t l y more complicated ques t ion i s t h a t of c o n s t a n t d r i f t , which was observed in 
Ref. 91 (Vq ~ q • ∆r ~ 1 0 - 3 1 ) , but i s absent in our exper iment . There a r e apparent ly two 
most important d i f f e rences between the two exper iments : 

i ) We used f i xed -po in t a r i t h m e t i c while L a s l e t t 9 1 ) used f l o a t i n g - p o i n t numbers; 

i i ) Our t ransformat ion (3 .2 .7 ) i s symmetrical wi th r e s p e c t t o t h e s i g n of φ, ψ, in con t r a s t 
t o L a s l e t t ' s t ransformat ion ( 3 . 3 . 3 a ) . 

Asymmetrical round-off was used in both exper iments : < ∆ > = ∆r/2 ≠ 0, bu t for f ixed-
p o i n t a r i t h m e t i c t h i s i s equiva len t t o a cons tan t " f o r c e " i n t h e equa t ion fo r t he 'momentum", 
which only s l i g h t l y d i s p l a c e s t he t r a j e c t o r y of t h e sys tem; i n t h e case of f l o a t i n g - p o i n t 
a r i t h m e t i c t h i s " f o r c e " i s p ropor t iona l t o t he " v e l o c i t y " , i . e . i t becomes " d i s s i p a t i v e " . 
To be more p r e c i s e , the " f o r c e " i s p ropor t iona l t o t he v e l o c i t y modulus i f , as i s the case 
fo r t h e major i ty of p resen t -day computers, a nega t ive number i s r ep resen ted i n a complementary 
code . But i n such a c a s e , for symmetrical o s c i l l a t i o n s t h e mean " d i s s i p a t i o n " vanishes and 
fo r asymmetrical ones i t remains . 

The most r a d i c a l means of prevent ing d r i f t i s t o i n t roduce symmetrical round-off, which 
i s provided for in the major i ty of computers but r e q u i r e s a d d i t i o n a l t ime . Another method 
i s t o change over t o f ixed -po in t a r i t h m e t i c , i f t h e a lgor i thm of t h e problem pe rmi t s . This 
cons ide rab ly i nc r ea se s the computing speed a l s o , p a r t i c u l a r l y i f double p r e c i s i o n i s used. 
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3.4 S t o c h a s t i c i t y 

In t h i s s e c t i o n we w i l l d i s c u s s the experimental r e s u l t s r e l a t i n g t o t h e behaviour of 
t he elementary model (3 .2 .1 ) i n t he reg ion of s t o c h a s t i c i t y , i . e . when k » 1 . 

Is t he motion i n t h i s case r e a l l y s t o c h a s t i c ? 

Let us begin wi th K-entropy (Sect ions 2 .3 and 2 . 4 ) . For t h e experimental de te rmina t ion 
of K-entropy S i n a i ' s equa t ion 1 7 ) was used: 

(3 .4 .1) 

where ℓ, ℓ' is the length of the transverse vector (Section 2.4) before and after the transformation 
respectively, and averaging is carried out along the trajectory of the main motion. 
We chose ℓ = 1 0 - 7 , so t h a t f o r t h e l a r g e s t va lue of k = 103 the va lue ℓ' ~ 10-4 « 1 . 
Numerical c a l c u l a t i o n of t ransformat ion (3 .2 .1) was c a r r i e d out for two t r a j e c t o r i e s , t he 
i n i t i a l po in t s of which were a p a r t , and a f t e r each s t e p of t h e t rans format ion t h e length 
of the t r ansve r se vec to r ( ) was brought t o t h e i n i t i a l va lue of ℓ = 1 0 - 7 wi thout changing 
i t s d i r e c t i o n . 

An a n a l y t i c a l e s t imate of t h e K-entropy i s given by express ion ( 2 . 4 . 2 1 ) , which can be 
made more accura te fo r t he elementary model, on the b a s i s of S i n a i ' s equa t ion ( 2 . 4 . 1 9 ) : 

(3 .4 .2) 

where λ+
a i s the p r o j e c t i o n of λ+ in t he d i r e c t i o n of the asymptote, which gene ra l l y speaking 

is not identical with the direction of the extension eigenvector (θ), if the latter turns 
(Section 2.4.8). 

However, for l a r g e kf' t h e d i r e c t i o n of t he e igenvector ha rd ly changes , as can be e a s i l y 
v e r i f i e d by using express ion (2 .4 .14) or ( 2 . 8 . 4 ) : 

(3 .4 .3) 

A narrow phase reg ion near t h e s t a b l e phase region (2 .4 .7) i s an excep t ion : 

(3 .4 .4) 

the p r o b a b i l i t y of en t e r ing which i s ~ 1/k. In t he main region t h e v a r i a t i o n of 
θ+ ~ 1/k. 

Let us no te a l s o t h a t t h e regions of t he values ( sec to rs ) θ+, θ- do not over lap fo r any 
k f ' . Indeed, i t follows from (2 .8 .4 ) t h a t the f u l l range of v a r i a t i o n of θ+ i s : 

(3 .4 .5) 

and the range of v a r i a t i o n of θ- i s p r e c i s e l y complementary t o ( 3 . 4 . 5 ) . In t h e major i ty of 
cases the con t r ac t ion vec to r i s d i r ec t ed almost along the ax i s φ: 

(3 .4 .6) 
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Hence i t follows t h a t t h e asymptote p r a c t i c a l l y a l l t he t ime makes an angle of ~ l / k 
wi th the d i r e c t i o n of t he ex tens ion v e c t o r , only occas iona l ly (with a p r o b a b i l i t y of ~ l / k ) 
dev i a t i ng by an angle of ~ 1 . In t h i s case one can put approximately: λa ≈ λ+ with an 
accuracy of ~ 1/k In f a c t t h e accuracy of t h i s e q u a l i t y i s even b e t t e r , s i nce the r a t i o 
λa /λ+ v a r i e s both ways and p a r t i a l l y compensates for t h e d e v i a t i o n s . Let us expla in i n 
t h i s connection t h a t λa i s an obl ique p r o j e c t i o n - o f λ+ a long t h e e igenvec to r s , which a r e 
gene ra l l y speaking non-orthogonal (Sect ion 2 . 4 ) . 

Thus t he K-entropy can be es t imated according t o t h e formula: 

(3 .4 .7) 

where the averaging i s c a r r i e d out over ψ, and i n t h e s t a b l e reg ion (3 .4 .4) one should put 
λ+ = 1 . Let us note t h a t i t would be i n c o r r e c t simply t o exclude a l l the s t a b l e phase 
r eg ion (3 .4 .4) from t h e mean ( 3 . 4 . 7 ) , s i n c e accord ing t o t h e d a t a of t h e next s ec t i on t h e 
s t o c h a s t i c t r a j e c t o r y occupies almost a l l t h i s r eg ion except fo r a very small f r ac t ion of 
" i s l e t s " of s t a b i l i t y . 

The K-entropy was c a l c u l a t e d fo r a " f o r c e " of two forms: (3 .2 .5) and ( 3 . 2 . 6 ) . In the 
f i r s t case the i n t e g r a l ( 3 .4 .7 ) can be c a l c u l a t e d t o t he end and g i v e s : 

(3 .4 .8) 

In the case of force ( 3 . 2 . 6 ) an e x p l i c i t e s t i m a t e can be ob ta ined , i f use i s made of 
t h e approximate express ion ( 2 . 4 . 6 ) : 

(3 .4 .9) 

where the s ign i s i d e n t i c a l w i th t h e s ign of f ' . Limit ing ourse lves t o the f i r s t term on ly , 
t h e accuracy of the K-entropy e s t i m a t e aga in w i l l be a l i t t l e b e t t e r than ~ l / k , s ince the 
c o n t r i b u t i o n s from the subsequent terms almost counterba lance each o t h e r . For force (3 .2 .6) 
we o b t a i n : 

(3.4.10) 

A similar estimate for force (3.2.5) gives: 

(3.4.11) 
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The r e s u l t s i n Table 3 .4 .1 enable us t o compare t h e exper imenta l va lues of the K-entropy 
with the various estimates. As already noted above, the initial distance between the trajectories 
was chosen as ℓ = 10-7. Increasing it to 10-3 changes the experimental value h from 
3.615 t o 3.72 [k = 100.2; force ( 3 . 2 . 5 ) 3 . The u s u a l number of s t e p s when c a l c u l a t i n g the 
K-entropy according t o formula [3 .4 .1) was t = 1 0 4 . Reducing t h i s f i g u r e t o 103 l eads t o a 
change i n the K-entropy from 4.234 t o 4.242 [ k = 142 .0 ; fo rce ( 3 . 2 . 6 ) 3 . 

The r e s u l t s in t he t a b l e show the very good agreement between t h e experimental va lues 
of t h e K-entropy and the a n a l y t i c a l e s t i m a t e s , even th'e most s imple ones [ ( 3 . 4 . 1 0 ) , ( 3 . 4 . 1 1 ) ] . 
This a l s o shows i n d i r e c t l y t h a t when k » 1 ( in f a c t , when k ≥ 10, s ee t a b l e ) t he s t o c h a s t i c 
component occupies p r a c t i c a l l y a l l the phase p lane of system ( 3 . 2 . 1 ) . 

Table 3 . 4 . 1 

k 

"Force" (3.2.5) "Force" (3.2.6) 

k 
Exp. 

value 
Estimates Exp. 

value 
Estimates 

k 
Exp. 

value (3.4.8) (3.4.11) 
Exp. 

value (3.4.7) (3.4.10) 

6.21 0.958 0.808 0.826 1.157 1.133 1.133 

14.0 1.654 1.655 1.638 1.848 1.848 1.848 

25.0 2.241 2.225 2.218 2.537 2.528 2.528 

50.0 2.814 2.813 2.812 3.227 3.218 3.218 

100.2 3.615 3.608 3.607 3.814 3.814 3.814 

142 3.838 3.855 3.856 4.234 4.263 4.263 

200 4.308 4.288 4.288 4.603 4.605 4.605 

1000 5.828 5.808 5.808 6.206 6.215 6.215 

This result is confirmed by direct experimental verification of the ergodicity of transformation 
(3.2.1). In itself ergodicity is a weak property, completely insufficient for 
s t o c h a s t i c i t y . However, when the re i s t he a d d i t i o n a l c o n d i t i o n of l o c a l i n s t a b i l i t y of 
motion almost everywhere, as i s the case f o r our model (3 .2 .1 ) from (3 .4 .4 ) when k » 1 , the 
es tab l i shment of e rgod ic i t y i s dec i s ive evidence of s t o c h a s t i c i t y , according t o the l a t e s t 
r e s u l t s of Anosov31) and S i n a i 3 4 , 1 7 ) . 

A rough check of the e rgod ic i ty was made by a phase map wi th t he sma l l e s t b ins (512 × 
1024 = 524288 bins). From the results in Tables 3.4.2 and 3.4.3 it follows that for sufficiently 
large k the trajectory in fact goes through all the phase plane bins*). From the 
analysis made in the next section it will be seen that the stochastic component may nevertheless 
not occupy all the phase plane, but the area of the stable regions (and their dimensions) 
d e c r e a s e s , genera l ly speaking exponent ia l ly wi th t he growth of k , and fo r s p e c i a l values of 
k p r o p o r t i o n a l l y t o k - 2 . 

*) With regard t o the l a s t t h ree cases i n Table 3 . 4 . 3 , see next s e c t i o n . 
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Table 3 .4 .2 

"Force" (3 .2 .5) 

k 4 8 16 32 

Number of empty bins 42038 60 0 0 

Fraction of 
the area × 105 8000 11.4 0 0 

Total number of phase plane b ins = 512 × 1024 = 524288 

Table 3 .4 .3 

"Force" (3 .2 .6 ) 

k 3.67 4.78 5.88 8.64 10.5 25.1 37.7 50.3 

Number of empty 
bins 48858 10292 1681 24 0 45 8 4 

Fraction of 
the area × 105 8300 1800 320 4.6 0 

1 
8.6 1.5 0.76 

Total number of phase p lane b ins = 524288 

A f ine r check of t h e e r g o d i c i t y c o n s i s t s i n i n v e s t i g a t i n g the uni formity of the occupation 
of the phase space by the stochastic trajectory. For this the phase square was subdivided into 

N1 = 128 × 128 = 16384 bins and the number of times the trajectory entered each 
of the b ins (n i ) was c a l c u l a t e d . The c r i t e r i o n of uniformity used was the v a r i a n c e : 
D = <(n i - M)2 >, where M = < ni > = t /N 1 i s the mean va lue of t h e number of e n t r i e s , t i s 
t h e time of motion (number of s t eps ) and averaging i s c a r r i e d out over a l l t h e b i n s . The 
p red i c t ed value of D i s : D/M = 1 ± √2/N1 = 1 ± 0 .011 ; t h e l a s t term g ives t h e root-mean-
square dev ia t ion . The exper imental va lue for force (3 .2 .5) when k = 16 , t = 1 0 7 , i s 
D/M = 1.017. The p r o b a b i l i t y of such a dev i a t i on i s about 12%. 

F ina l ly the s t o c h a s t i c i t y was fu r the r checked by watching t h e process of occupation of 
t h e phase plane b i n s by t h e t r a j e c t o r y . For random motion for not too long a time the re 
must remain a c e r t a i n number of empty b ins (N o ) , which can be c a l c u l a t e d according t o the 
s tandard Poisson d i s t r i b u t i o n : 

(3 .4 .12) 

where N2 = 512 × 1024 = 524288 i s the t o t a l number of phase p lane b i n s . The r e s u l t s of t h i s 
experiment a re given i n Table 3 . 4 . 4 . I t should be poin ted out t h a t i n the p r e s e n t case 
M = t /5N 2 , s ince output on t o the phase p lane was c a r r i e d out every f i f t h s t e p . 
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Table 3-4.4 

t , s t eps 107 2 × 107 3 × 107 4 × 107 5 × 107 

Number of empty b i n s , 
experiment 11531 258 6 1 0 

Expected number of empty 
b ins for random 
occupation 

11500 
± 107 

251 
± 16 

5.8 
± 2.4 

0.12 
± 0.35 

2.5 × 10-3 

± 0.05 

To sum up , i t can be s a i d t h a t the motion of t he elementary model (3 .2 .1 ) when k » 1 
r e a l l y appears t o be "random". The ques t ion a r i s e s as t o whether f i n a l l y t h i s i s the r e s u l t 
of round-off e r r o r s o r , i n o ther words, s p e c i a l p r o p e r t i e s of t h e "quant ized" space of the 
computer. In our opinion this is not so, for the following reasons. To begin with, roundoff 
"errors" are in no event random and are determined by an exact and invariable algorithm 
of the computer. The l a t t e r forms a kind of dynamical sys tem, which i n i t s t u r n i s open t o 
the ques t ion of whether i t i s s t o c h a s t i c or n o t . This depends on t h e computation a lgor i thm; 
in the typical case, when there is multiplication in the algorithm, the round-off is apparently 
stochastic. But even in this case its influence is negligible for a stable system 
(Section 3 . 3 ) . Even i f round-off " e r r o r s " were no t accumulated d i f f u s e l y bu t s y s t e m a t i c a l l y , 

which i s p o s s i b l e in some c a s e s 9 1 ) , they would be c o n s i d e r a b l e only i n an i n t e r v a l of time 
~ ∆-1

r = 1 0 1 2 . Therefore round-off can have an important e f f e c t only under the condi t ion of 
loca l i n s t a b i l i t y , which i n i t s e l f a l ready s i g n i f i e s s t o c h a s t i c i t y . In o the r words, the 
inf luence of round-off " e r r o r s " i s not t he cause of s t o c h a s t i c i t y b u t i t s e f f e c t . Let us 
n o t e , however, t h a t t hese " e r r o r s " can s u b s t a n t i a l l y sharpen t he t r a n s i t i o n t o s t o c h a s t i c i t y 
and, i n p a r t i c u l a r , make i t cons iderably l e s s s e n s i t i v e t o t h e i n i t i a l c o n d i t i o n s . This i s 
due t o t h e f a c t t h a t a t t he moment when l o c a l i n s t a b i l i t y a p p e a r s , t he o r i g i n a l dynamical 
system (3 .2 .1 ) immediately becomes much more complex, s i n c e i t begins t o be " s e n s i t i v e t o " 
the round-off a lgor i thm. As an excuse , we can only say t h a t probably something l i k e t h i s 
happens i n Nature , t o o ; t h i s was thoroughly d i scussed i n Sec t ion 2 . 1 3 . 

F i n a l l y , i t should be mentioned t h a t motion i n "quan t i zed" space may poss ib ly have 
exc lus ive p r o p e r t i e s , s i n c e t h e measure of such space i n r e l a t i o n t o cont inuous space i s 
ze ro , and a l l the theorems of the ergodic theory a r e v a l i d except fo r zero measure. I t 
seems t o u s , however, p e r f e c t l y improbable t h a t two s e t s of zero measure and of a completely 
d i f f e r e n t n a t u r e could be i d e n t i c a l . 

In s p i t e of a l l t he above o p t i m i s t i c Temarks in connect ion wi th t he p u r i t y of numerical 
exper iments , fu r the r s tudy (both experimental and a n a l y t i c a l ) of the c h a r a c t e r i s t i c s of the 
"quant ized" space of the computer i s c e r t a i n l y d e s i r a b l e . 

3.5 In te rmedia te zone of the system 
wi th d ivided phase space 

In t he previous s e c t i o n i t was e s t a b l i s h e d t h a t fo r s u f f i c i e n t l y l a r g e k the motion of 
the elementary model r e a l l y s a t i s f i e s a l l t h e t e s t s fo r s t o c h a s t i c i t y . Let us now study the 
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in te rmedia te zone (k ~ 1) which a l s o g ives us a b e t t e r unders tanding of the mechanics of 
s t o c h a s t i c i t y . 

The main feature of the intermediate zone are the "islets" of stability, or quasiresonances, 
penetrating a long way into the stochastic region and apparently existing for 
any k → ∞ (Sect ion 2 . 8 ) . Furthermore, t he in te rmedia te zone extends deep i n t o the reg ion of 
Kolmogorov s t a b i l i t y . This i s r evea l ed , f i r s t of a l l , by t he f a c t t h a t t he observed border 
of s t o c h a s t i c i t y depends on the t ime of mot ion, and near t he border t h e r e i s a reg ion of very 
slow d i f fu s ion . The corresponding r e s u l t s a r e given i n Sec t ion 3 .3 and we s h a l l no t r e t u r n 
t o t h i s ques t ion . Moreover, t he whole reg ion of Kolmogorov s t a b i l i t y i s pene t r a t ed by 
s t o c h a s t i c l aye r s of resonances , which i s of cons ide rab le importance f o r t h e many-dimensional 
system (Sect ion 2 . 1 2 ) . Some experiments wi th t he s imples t many-dimensional system w i l l be 
descr ibed i n the nex t s e c t i o n . 

In t h i s s e c t i o n we s h a l l r e s t r i c t ourse lves t o i n v e s t i g a t i n g t he quas i - resonances i n 
the in te rmedia te zone. As was shown i n Sec t ion 2 . 8 , t he l a r g e s t quas i - resonance corresponds 
t o s p e c i a l va lues of k , ly ing i n t he i n t e r v a l s (2 .8 .8 ) and (2 .8 .9 ) and t o t h e pe r iod T = 1 . 

An example of such a quas i - resonance i s given i n F i g . 3 . 5 . 1 fo r k ≈ 60; t = 1 0 8 . The 
s i z e of the s t a b l e t r a j e c t o r y (∆φ ≈ ∆ψ ≈ 1/32) l y i n g , t o judge from i t s improper form, r a t h e r 
near t o the boundary of t h e s t a b l e r e g i o n , agrees wel l w i th es t ima te ( 2 . 8 . 1 0 ) : 
∆φ ~ ∆ψ ~ 2/k ≈ 1/30 [f' = 2 for " fo rce" ( 3 . 2 . 5 ) ] . The r e l a t i v e a rea of t he s t a b l e reg ion 
i s in t h i s case ( 4 / k f ' ) 2 ~ 1 0 - 3 ( 2 . 8 . 1 0 ) . 

F i g . 3 . 5 . 1 : An " i s l e t " of s t a b i l i t y for a s p e c i a l va lue of k = 60.1993377; 
φ = 0 . 0 1 ; ψo ≈ 0 .483 ; t - 1 0 8 ; s i z e of b in (1/512) × (1 /1024) ; t h e 
p i c t u r e does not c o n t r a d i c t t h e i d e a l l y t h i n curve corresponding t o an 
abso lu t e ly s t a b l e t r a j e c t o r y . 
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For values of k ou t s ide the i n t e r v a l s of (2 .8 .8) the a rea of the s t a b l e regions decreases 
considerably f a s t e r , as seen from Table 3 .4 .2 (see previous s e c t i o n ) . The t a b l e gives the 
number of phase plane b i n s not occupied by the s t o c h a s t i c component, depending on k . 

The phase map f o r one such case i s given i n F ig . 3 .5 .2 [ " fo rce" ( 3 . 2 . 5 ) ; k = 8; 
t = 1 0 ] . Two " i s l e t s " of s t a b i l i t y can be c l e a r l y seen . More d e t a i l e d ana ly s i s shows 
(see below) t h a t t h e r e i s a l s o a t h i r d " i s l e t " , denoted i n F i g . 3 .5 .2 by a do t t ed l i n e . I t 
i s narrower than a phase p lane b in and the re fo re remained unnot iced . The per iod of motion 
i n t h i s case i s T = 3 , and t he f igures on t he phase diagram show the sequence of motion. 
Two " i s l e t s " (1 ,2) l i e i n the s t a b l e phase region (3 .4 .4 ) and one of them (1) s t rong ly 
spreads out i n the d i r e c t i o n of the extension (see Sect ion 3 . 4 ) . The t h i r d i s l e t (3) l i e s 
i n an uns table reg ion i n ψ and s t rong ly spreads out i n t he d i r e c t i o n of t he c o n t r a c t i o n . 

F ig . 3 . 5 . 2 : " I s l e t s " of s t a b i l i t y i n the s t o c h a s t i c r eg ion [ " fo rce" 
( 3 . 2 . 5 ) ] : k = 8; t - 1 0 8 ; T = 3 . The f igu res show t h e sequence of 
motion. " I s l e t s " (1 ,2) l i e i n the s t a b l e phase r eg ion , and i s l e t (1) 
spreads s t rong ly i n the d i r e c t i o n of the ex tens ion ( in t h e u n s t a b l e 
r e g i o n ) . " I s l e t " (3) i s s i t u a t e d i n the uns t ab le reg ion and spreads 
s t rong ly i n the d i r e c t i o n of the con t r ac t i on . 
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F ig . 3 . 5 . 3 : The s t a b l e t r a j e c t o r i e s i n s i d e t h e second order resonance , 
s i t u a t e d in a narrow region (3) (F ig . 3 . 5 . 2 ) : k = 8: t = 2 × 10 7 ; fo r 
t h e middle t r a j e c t o r y the dots correspond t o t h e end of t h e computation, 
the c rosses t o t h e beginning; t h e s c a l e along t h e axes d i f f e r s by a 
fac to r of 10 and the f igures give t h e l a s t decimal d i g i t of t h e numbers 
in the cen t r e of the diagram. 
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Figure 3.5.3 shows three trajectories inside one of the "islets" (3), which were in 
fact used to establish the existence of three stable regions for the case presented in 
Fig. 3.5.2. The dots in Fig. 3.5.3 denote the values obtained after computation lasting 
t = 2 × 107 steps (for the middle trajectory). A striking feature is their regularity, which 
becomes still more remarkable if it is noted that they agree with a high degree of accuracy 
(better than 10-4) with the values obtained right at the beginning of the computation, 
denoted in Fig. 3.5.3 by crosses. They coincide in both coordinates, which may indicate 
that they fall in the vicinity of a second order resonance of a very high harmonic (q = 108). 
The dimensions of the "islets" agree in order of magnitude with the estimates of Section 2.8 
[(2.8.16), (2.8.14)]. Thus for "islet" (3) Fig. 3.5.2 gives: ∆φ ≈ 0.04; Δψ ≈ 0.003, and 
the formulae of Section 2.8 give the estimates: ∆φ ~ 0.1; Δψ ~ 0.01 (T = 2), if expression 
(3.4.11) is used for the K-entropy of the "force" (3.2.5). 

The case considered partly confirms Sinai's hypothesis (see Section 2.5) that the stable 
phase region may "damage" the stochasticity also outside this region. However, it is the 
dimensions and over-all area of the stable regions that are important. From the results in 
Table 3.4.2 it can be seen that the last quantity rapidly vanishes with the growth of k 
within the limits of accuracy of the experiment, when the minimum distinguishable size on 
the phase plane is ~ 10 - 3. 

A negligible fraction of the stable regions may be due to the specific form of the 
"force" (3.2.5). Indeed, for this force there is only one stable phase region (3.4.4) near 
ψ = 1 . ψ = 2 . It is not possible for there to be a periodical solution (T > 1) lying entirely in 
region (3.4.4), which may lead to a considerable decrease in the number of stable regions. 
In order to test this assumption the experiment was repeated with "force" (3.2.6). In this 
case there are two stable phase regions ψ ≈ ¼; ¾, so that the above-mentioned limitation 
drops. 

The results of this experiment are given in Table 3.4.3 and Fig. 3.5.4. With the exception 
of the last three values of k, lying just on the left-hand border of the stable 

interval (2.8.8) for all the remaining (unspecialized) k values the area of the stable 
regions very rapidly decreases with the growth of k. The law of decrease agrees in order of 
magnitude with estimate (2.8.20), which for "force" (3.2.6) can be written more specifically 
in the form: 

(3.5.1) 

Here we used expression (3.4.10) for the K-entropy of the "force" (3.2.6). Estimate (3.5.1) 
is shown in Fig. 3.5.4 by a continuous line. It is very sensitive to the quantity ω0(k). 
Therefore for the other "forces" the k values of the experimental points in Fig. 3.5.4 are 
converted according to ω0: keff = 4/πω0 [see (2.8.12)]. 

According to the results of Section 2.8, a fraction of the stable regions is sensitive 
to the value of the parameter γ = ω0 · eh. When γ > 1, the number of quasi-resonances of 
the first type and their over-all area formally diverge (Section 2.8), i.e. the fraction 
of stable regions can be expected to be considerable. For "force" (3.2.8) γ = 2/e < 1, as 
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Fig. 3.5.4: The dependence of the number of stable bins of the phase 
plane (Ns) on the parameter keff for various cases: - force (3.2.6); 
γ = 0.63; x - force (3.2.5); γ = 0 . 7 4 ; □ - force (3.2.3) and (3.2.4); 
the values of γ are indicated near the dots; the continuous line is 
an analytical estimate according to formula (3.5.1). 

also for force (3.2.6): γ = 2/π. Precisely for this reason a special "force" of the 
"smoothed out saw" type (3.2.3), (3.2.4) was constructed, for which any values of γ depending on the parameters δ, λ, and k are possible: 

(3.5.2) 

The results of the experiments with "force" (3.2.3), (3.2.4) are also given in Fig. 3.5.4, 
the value of the parameter γ being indicated next to the experimental points. Contrary to 
expectations, the stable area in the case of γ > 1 proves to be even smaller than estimate 
(3.5.1). A possible explanation of this interesting result in terms of the mutual destruction of quasi-resonances under overlapping is given in Section 2.8. 

Apparently this can also explain the fact that the experimental results are of the same 
order of magnitude as estimate (3.5.1), at least for "force" (3.2.6), which takes into account 
quasi-resonances for the second type only. However, if quasi-resonances of the first type 
are significant only when γ > 1, the total number and area of quasi-resonances of the third 
type are already divergent for any γ (Section 2.8). It is evident that they, like the quasi-resonances 
of the first type for γ > 1, mutually destroy each other when they overlap. 
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In spite of the fast reduction of the area of the quasi-resonances with the growth of k, 
it is not out of the question that their total number is unlimited, and they form an everywhere dense set of stable trajectories (Sinai's hypothesis, Section 2.5). The estimates of 
Section 2.8 give precisely this result; however, they are not sufficiently accurate, so 
this question still remains open. 

In spite of all the experimental results given above, there is still some doubt as to 
whether the whole system of stable regions is so fine that it escapes observation (like one 
of the stable regions in Fig. 3.5.3). It seems to us that the answer to this question is 
given by the following gross experiment. We have in all about 100 cases of computation with 
k >> 1. A stable region was not entered in any of them, in spite of the quite different 
initial conditions. 
3.6 An example of weak instability of 

a many-dimensional system 
In this section we shall give a brief description of the first attempt to observe 

Arnold diffusion for a two-dimensional non-autonomous oscillator, given by the transformation: 

(3.6.1) 

It is easy to see that this model is an extension of the elementary model to the two-dimensional 
case. The choice of f(Φ) = -φ9 is due to the desire to have more resonances with 

conservation of the analyticity of the force (see below). 
Numerical experiments on Arnold diffusion were carried out together with Keil*) and 

Sessler**) on the CDC-6600 computer at CERN, in Geneva76). Model (3.6.1) was chosen after 
many preliminary experiments. 

Before going over to the experiments themselves let us obtain some simple analytical 
relations for model (3.6.1) which will be useful later on. 

If |φi9| << 1 and |μ0φi| << 1, transformation (3.6.1) can be approximately replaced by 
the differential equations: 

(3.6.2) 

with the conserved Hamiltonian***) 

*) E. Keil, CERN, Geneva, Switzerland. 
**) A. Sessler, Lawrence Radiation Laboratory, University of California, Berkeley, 

California, USA. 
***) We thus ignore the external perturbation, whose effect in fact turns out to be very 

weak (see below). 
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(3.6.3) 

In view of the sharp dependence of the potential energy on the co-ordinate φ, it can be considered 
approximately that the unperturbed motion (μ0 = 0) takes place in a rectangular 

potential well; it is characterized by the frequency: 

(3.6.4) 

and spectrum: 

(3.6.5) 

The last expression is valid for harmonics that are not too high: n 10, while an approximation 
to a rectangular potential well is valid. 

In approximation (3.6.3) there are only coupling resonances: mω1 =nω2, the effect of 
which can lead only to an energy exchange between oscillators, while the total energy Η 
(3.6.3) is conserved. Since the latter depends also on the coupling energy Hi=-μ0φ1φ2,  
the maximum value of the amplitude of one of the oscillators, say φ10, is reached under the 
condition μ0φ10 = φ209 or: 

(3.6.6) 

where H2 = φ2010/10; H = H1 + H2 + Hi. 
Variation of the total energy of the system Η is possible on account of the external 

resonances: 
(3.6.7) 

where we took into consideration only the first harmonic of the external perturbation with 
a frequency of 2π, since under the condition φ9 << 1 assumed above, ω ~ φ4 << 2π (3.6.4). 
From the shape of the spectrum (3.6.5) it follows that maximum amplitude corresponds to one-dimensional 
resonance n = 0 (or m = 0), and ω2 ≈ 0, whence the minimal oscillation harmonic 
necessary for an external resonance is equal to: m ≈ 2π/ω0 where ω0 is the maximum value of 
the frequency for given initial conditions. 

Let us now turn to a description of the numerical experiments. 
The largest part of the computing programme, including the rather laborious data 

processing, was written in FORTRAN. However, the main loop for computing transformation 
(3.6.1) proper is written in the symbolic operating code of the CDC 6600 (ASCENT) in order 
to obtain the maximum computation speed*). We managed to place the whole of this loop in 
the instruction stack of the CDC 6600's central processor, thus eliminating the relatively 
slow reference to the operative memory. Moreover, advantage was taken of the possibility of 
two parallel multiplications in the CDC 6600. As a result it proved possible to reduce the 

*) The possibility of combining these two languages was in our opinion a considerable 
advantage of the compiler of the CERN computer. 
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time for the computation of one step of transformation (3.6.1) to 9 μsec in spite of the 
large number of multiplications. The processed computation data was put out periodically 
after a specific number of steps and included, in particular, a map of the two-dimensional 
projection of the four-dimensional phase space of the system onto the plane (φ1,φ2) (see, 
for example, Fig. 3.6.4), and also part of a histogram near the edge of the distribution 
function of the trajectory f(φ1,φ2) (see, for example, Fig. 3.6.5). The purpose of this processing 

was to find out whether the edge of the distribution was sharp or smooth. It is 
easy to see that the latter indicates that there are no invariant tori, i.e. that there is 
some instability of motion. Indeed in the one-dimensional case the phase trajectory is an 
ellipse and its projection onto the axis φ leads to the singularity f (φ) |φ - φ0|-½ near 
the edge of the distribution. For a two-dimensional system with μ0 = 0 the distribution 
function occupies a rectangle in the plane (φ1,φ2) with a similar singularity around the 
edge (Fig. 3.6.7). If μ0 ≠ 0, but there are invariant tori, the singularity is conserved, 
but now with a more complicated outline, reflecting the configuration of an invariant torus 
(Fig. 3.6.9). Finally, if the edge of the distribution becomes smooth, this points to the 
destruction of the invariant tori and their transformation into a layer of some thickness 
(in four-dimensional space, Fig. 3.6.5). 

First of all it is necessary to determine the region of one-dimensional stability 
(3.6.1) when μ0 = 0. This can be done as in Section 3.3, by one trajectory, the initial 
point of which certainly lies in the region of stochasticity. In order to prevent the trajectory 

from drifting into "infinity", i.e. the computer's overflow, it is necessary to 
limit the phase plane of the system by taking the fractional part (Section 3.2), which is 
equivalent to periodical boundary conditions. In the present case a square was used: 
- 1 ≤ I, φ < 1. The phase map of the system for t = 106 is given in Fig. 3.6.1, where the 
circles mark the bins occupied by the trajectory. For I0 = 0 the initial phase φ0 should 
lie in the interval (-0.78, +0.78). The accuracy of this value of the interval is determined 
by the bin size of the phase map and is about +2.5%. 

Let us compare this result with the theoretical estimate, which it is easiest to obtain 
from an analysis of the local stability (Section 2.4): K0 = -9φ0 < -4, whence: ψ0 < 0.9, 
which is very close to the numerical result given above. 

As noted in Section 3.3, at the border of stochasticity in the intermediate zone the 
instability develops very slowly and therefore the border of stochasticity observed depends 
on the time of motion. The value given above for the stable interval relates to t = 106. 
When t = 2 × 105 the border of stochasticity shifts outwards by approximately 4% (along φ0). 
It is not out of the question that when t > 106 it shifts inwards again a little, although 
according to the KAM theory there is certainly a border of eternal stability (see Section 3.3 
and below). 

Probably the most interesting experiment with model (3.6.1) is the unique case of very 
weak instability which was observed when: μ0 ≈ 0.00115; I10 = I 2 0 =0; φ10 = 0.375; 
φ20 = 0.721. Figure 3.6.2 shows the time dependence of the increase (∆S) of the area (S) of 
the above-mentioned two-dimensional projection (φ1,φ2) of the trajectory of motion in a 
linear and logarithmic scale. 
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Fig. 3.6.1: The region of one-dimensional stability for model (3.6.1); 
μ0 = 0; t = 106. 

Phase maps of the projection of the motion on to the plane (φ1,φ2) are given in 
Figs. 3.6.3 and 3.6.4; the first of them relates to the beginning of the motion (t = 107 

steps), and the second to the very end (t = 3.648 × 10 8), when the trajectory emerges into 
the region of one-dimensional instability. A histogram of the distribution in the latter 
case is given in Fig. 3.6.5, where it is clearly seen that its border is smooth and consequently 
some instability takes place. 



- 152 -

Fig. 3.6.2: An example of the weak instability of a two-dimensional non-autonomous oscillator (3.6.1): μ0 ≈ 0.00115; φ10 ≈ 0.375; φ20 ≈ 0.722; I10 = I20 = 0; S is the area of projection of the motion on to the plane 
(φ1,φ2); ∆S is the increase of S in the process of motion; τe is the 
rise-time. 

The law of the development of the instability in time is surprising. First of all it 
is striking that the increase of the area (∆S) takes place in portions. This, however, may 
be due to the finite size of the phase plane bin; so, for example, the first "step" in 
Fig. 3.6.2 corresponds to 19 bins only, and the whole area S comprises about 5,000 bins. 
An analysis of the phase maps, which were put out periodically in ∆t = 107, shows that the 
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Fig. 3.6.3: Phase map of the case in Fig. 3.6.2 near to the beginning of 
the computation: t = 107. The circles mark the bins occupied by the 
trajectory and the dots give the coordinate network. 
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Fig. 3.6.4: Phase map of the case in Fig. 3.6.2 near to the end of the 
computation: t = 3.648 × 108. The circles mark the bins 
occupied by the trajectory and the dots give the coordinate 
network. 
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Fig. 3.6.5: Part of the histogram of the distribution of the projection 
of the trajectory on to the plane (φ1,φ2) for the case in Fig. 3.6.2: 
t = 3.648 × 108. 

increase in the area occurs smoothly along the whole perimeter, which shows the rapid energy 
exchange between the two degrees of freedom. Measurement of the local instability shows 
that this exchange takes place already in t ~ 103 (see Table 3.6.1). 

The most surprising thing in Fig. 3.6.2 is the unexpected steep rise of the curve ∆S(t) 
at the end of the computation. The data of the phase maps show that almost immediately after 
the beginning of the rise, the energy exchange between the oscillators ceases and the increase 
in S is on account of only one of them. 

On the whole the function ∆S(t) is exponential rather than linear or proportional to 
√t. If the last sharp rise is excluded, the dependence ∆S(t) agrees best with a linear function, 

although one certainly cannot exclude the possibility (because of large experimental 
errors) of a dependence like ∆S ∆φ0 √t, corresponding to ordinary diffusion (Δφ0 << φ0). 
In the latter case the mean diffusion coefficient is: Dφ = d(∆φ0)2/dt ~ 2 × 10-13. 

If it is assumed that there is a linear law S(t), the mean rate of development of instability 
is: Vφ = d(∆φ0)/dt ~ 4 × 10 - 1 1. However, this case appears unlikely. As far as 

we know, the only mechanism leading to a linear law is connected with the so-called microtron 
resonance (Section 2.4). However, this contradicts the local instability of motion discovered 
experimentally (see below). 
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The weak instability discovered cannot be explained by the computer round-off errors. Indeed, 
the relative error of single round-off in the CDC-6600 does not exceed ε0 = 2-47 ≈ 10-14. 

Even if it is considered that all the errors accumulate one way, then the error of one step 
(for φ) is: ε1 = 4ε0 <φ9> + 2μ0 ε0 < φ 2 > + ε0 ≈ ε0, and for the whole computation: 
εN < ε0 × 109 ≈ 10 - 5, which is considerably less than the size of a phase bin ∆φ = 2 × 10 - 2. 
As a check the trajectory of system (3.6.1) with the interaction "switched o f f " (μ0 = 0) was 
computed during t = 10. Figures 3.6.6 and 3.6.7 give the phase map and distribution histogram 

respectively. The stability of motion in this case is evident. Similar results are 
also obtained with the interaction "switched on" (even though μ0 ≈ 0.00915) for special 
initial conditions, for example for φ10 = 0.375; φ20 = 0.522 (Figs. 3.6.8 and 3.6.9; 
t = 5 × 107). 

The mechanism of weak instability is most probably connected with Arnold diffusion 
along one of the strong resonances. In this case the motion must be locally unstable. In 
order to check this assumption two trajectories very close together at the beginning (ΔΙ = 0; 
∆φ ~ 10-10) were computed simultaneously and the distance between them was calculated depending 

on time (divergence of the trajectories). Figure 3.6.10 shows the divergence in phase; 
it does not contradict the exponential law with a rise-time τe = h-1 ≈ 10 3, where h is the 
K-entropy of the system. Approximately the same result is obtained for the momentum divergence 
of the trajectories. 

Nevertheless the question is in fact more complex than it may appear at first glance. 
In Fig. 3.6.11 the data of Fig. 3.6.10 are plotted in a log-log scale and do not contradict 
(especially Δφ2) the linear divergence of the trajectories. The latter can be explained as 
a simple frequency shift of the non-linear oscillations. 

It is evident that the chosen interval t = 3000 is too short for any firm conclusion 
for the given value of the perturbation μ0 = 0.00115. An example of local instability when 
there is greater perturbation is given in Fig. 3.6.12. There is no doubt here as to the exponential 

nature of the divergence of the trajectories (on the average). Let us point out 
that the law of variation is identical for all four quantities (ΔΙ12; ∆φ12). The exponential 

divergence continues up to ∆I ~ I0 = 3.4 × 10-3. The subsequent insignificant increase 
of ΔΙ is explained, probably, by phase oscillations in the coupling resonances. 

For weak instability (µ0 = 0.00115) additional measurements of the local stability were 
made for different initial conditions in the interval: 0.5 < φ0i < 0.75 (I0i = 0) and 
t = 105. In 11 cases out of 26 clearly expressed local instability was observed. An example 
of instability is given in Fig. 3.6.13, where Δ ≡ ΔΙ. The difference ΔΙ increases by more 
than 10 orders and reaches ∆max ~ 10-3 (initial trajectory shift ΔΙ ~ ∆φ ~ 10-14). The K-entropy in this case is h ≈ 2.5 × 10-4, i.e, four times less than in Fig. 3.6.10. Figure 
3.6.14 gives an example of a trajectory which was interpreted as stable. In spite of the 
great dispersion of the points the non-exponential character of the dependence ΔΙ(t) can be 
fairly well seen. Moreover, in contrast to Fig. 3.6.13, here the motion is explicitly 
regular (strong periodic excursions of the points upwards), which is incompatible with 
stochasticity. But there is an especially sharp discrimination between stable and unstable 
cases by the maximum value of ΔΙ at the end of computation. For example, in Fig. 3.6.14 
the final value of ΔΙ ≈ 3 × 10-11, i.e. it differs by more than seven orders from the unstable 

case in Fig. 3.6.13. Such a clear discrimination can always be achieved, provided 
the computing time substantially exceeds the characteristic time for the development of 
instability: ht >> 1. 
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Fig. 3.6.6: Check experiment: the same as Fig. 3.6.3, except that 
μ0 = 0; t = 108. 
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Fig. 3.6.7: Check experiment: the same as Fig. 3.6.5, except that 
μ0 = 0; t = 108. 
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Fig. 3.6.8: Phase map of the stable region of system (3.6.1): 
μ0 ≈ 0.00915; φ10 ≈ 0.375; φ20 ≈ 0.522; I10 = I20 = 0. 
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Fig. 3.6.9: Histogram of the distribution of the stable trajectory in 
Fig. 3.6.8. 
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Fig. 3.6.10: Local instability of motion for the case in Fig. 3.6.2: 
τe is the mean rise-time. 
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Fig. 3.6.11: The same as in Fig. 3.6.10, but in a log-log scale. 
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Fig. 3.6.13: Local instability for the case in Fig. 3.6.2, except that 
φ10 ≈ 0.555; φ20 ≈ 0.745; Δ ≡ ΔI1: the motion is unstable. 
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Fig. 3.6.14: The same as Fig. 3.6.13, except that: φ10 ≈ 0.670; 
φ20 ≈ 0.640; the motion is stable. 
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A summary of the results on local instability is given in Table 3.6.1. The numbers in 
the first column show the computation sequence for a random choice of φ10, φ20. All the unstable 

cases are grouped at the end of the table in order of decreasing K-entropy (the mean 
values of the K-entropy for two momenta and two phases are given). The values of the K-entropy 

are clearly divided into five groups, as shown in the table. The last column gives 
the mean values of the K-entropy per group. The different groups correspond, apparently, 
to resonances of different harmonics. The difference of the resonances according to their 
magnitude shows that the overlapping is slight. This result is also confirmed by the value 
of the relative fraction of unstable initial conditions, which according to the data of the 
table is: δ = 11/26 ≈ 43%. 

Table 3.6.1 illustrates once more the clear discrimination between stable and unstable 
cases according to the values ∆max and thus the applicability of the method of investigating 
local instability. 

Unfortunately the available experimental data does not make it possible unequivocally 
to link the discovered weak instability with Arnold diffusion, nor does it contradict such 
a hypothesis. Let us demonstrate this, using estimate (2.12.22). The main expression 
(2.12.29) is inapplicable in the present case because of a big difference in frequencies 
for an external resonance (see below). Let us choose coupling resonances as guiding resonances, 

and external resonances as perturbing resonances. The harmonic number of the latter 
is determined from (3.6.7) and (3.6.4) and is equal to (2.12.23): 

mn' → 2n' ≈ 8√5 
n0 

→ n0 ≈ n0 φ04 (3.6.8) 

Further, ε ~ µ0/φ08 (3.6.1); α ~ 1; φ0 ≈ 0.7. In view of the marked uncertainty of the 
estimate of the Arnold diffusion coefficient, let us use its experimental value, given above: 
Dφ ~ 2 × 10-13 and estimate the unknown parameter n0 instead. As a result we obtain 
no ≈ 3.5 which does not contradict the expected value n0 ~ 10 (see beginning of section). 

Nevertheless, one cannot completely exclude the possibility that the observed weak 
instability is some complex one-dimensional effect. In particular, stability of motion 
when µ0 = 0 (Figs. 3.6.6 and 3.6.7) does not exclude this possibility either, since negative 
coupling energy may lead to an increase in the amplitude of the oscillations when µ0 ≠ 0 
(3.6.3). 

It is obvious that this phenomenon calls for much more detailed experimental investigation. 
It seems to us that even a single case of weak instability which has in fact been 

observed shows that the problem as a whole is sufficiently interesting and important. 
Another case of possible Arnold diffusion will be discussed in Section 4.4. 
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Table 3.6.1 

N φ10 φ20 
I φ <h> × 102 N φ10 φ20 ∆max <h> × 102 ∆max <h> × 102 <h> × 102 

1. 0.711 0.656 2.10-10 5.10-8 
2. 0.618 10-11 2.10-8 
3. 0. 0.723 3.10-10 3.10-8 
4. 0.619 0.625 6.10-11 4.10-9 
6. 0.517 0. 5.10-11 2.10-9 
7. 0.610 0.580 8.10-11 8.10-9 

8. 0.672 0.642 8.10-11 2.10-8 
11. 0.560 0.588 3.10-10 2.10-8 
12. 0.589 0.503 3.10-10 5.10-9 
15. 0. 0.648 4.10-11 6.10-8 

17. 0.531 0.726 2.10-10 10-8 

18. 0.538 0.714 8.10-11 2.10-9 

21. 0.670 0. 7.10-11 2.10-8 

23. 0. 0.606 5.10-10 2.10-8 

26. 0.560 2.10-10 10-8 

5. 0.587 0.744 2.10-1 1.2 .10-1 1.2 

} 1.1 

14. 0.516 0.734 2.10-1 1.2 .10-1 1.1 

} 1.1 

8. 0.744 0.533 10-1 1.2 .10-1 0. } 1.1 
18. 0.750 0. 10-1 1.0 .10-1 1.1 } 1.1 24. 0.628 0.553 7.10-2 1.0 .10-1 1.1 } 1.1 16. 0.682 0.560 7.10-2 0.8 .10-1 0. } 1.1 
13. 0.522 0.556 4.10-2 0.54 .10-1 0.54 0.54 

10. 0.535 0.512 3.10-2 0.33 .10-1 0.31 0.32 

20. 0.747 0.658 3.10-1 0.15 .10-1 0.15 } 0.14 
22. 0.554 0.556 7.10-2 0.13 .10-1 0.13 

} 0.14 

25. 0.555 0.745 5.10-2 0.025 7.10-2 0.025 0.025 
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CHAPTER 4 

SOME APPLICATIONS 

This last chapter of the present paper is devoted to some applications taken from the 
most varied regions of mechanics. Their choice is rather arbitrary and merely reflects 
current success in the application of the developing theory of stochasticity to specific 
problems. Some of them have been completely solved right up to the stage of practical application 

(Sections 4.1, 4.2, 4.7), and others have only been formulated (Section 4.3). In 
some cases numerical experiments were used, which may also be regarded as further proof of 
the general theory (Sections 4.1, 4.2, 4.6). In our opinion the questions of special interest 

are those connected with Arnold diffusion in the Solar System (Section 4.5); however, 
here there is still a great deal that is unknown. 
4.1 Fermi stochastic acceleration 
The stochastic method of acceleration is generally connected with the name of Fermi, who 

proposed one of the variants of such acceleration as an explanation of the origin of cosmic 
rays99). A little earlier (in 1948) a similar proposal for ordinary (terrestrial) accelerators 

was made by Burstein, Veksler and Kolomensky100). However, this paper was not 
published and remained little known until 1955100). At the present time there are a large 
number of papers devoted to the various aspects of statistical acceleration in plasma [see 
for example the review by Tsytovich101)]. However, there is a question that has not been 
clarified in any of these papers and in fact has not even been posed: under what conditions 
is the motion of particles in plasma, accelerators, etc., stochastic? Is Fermi acceleration 
always possible? Clarification of the latter question by means of numerical experimentation 
in the simplest one-dimensional model was undertaken by am102) with a negative result. 
From the point of view of the present paper this result is perfectly natural, since for 
stochasticity of the motion, special conditions have to be fulfilled which are more strict 
the simpler the system. For the above-mentioned one-dimensional Fermi acceleration model 
the question was clarified in co-operation with Zaslavsky in a paper103) of which we will 
also give an account. To complete the picture let us recall that the condition of stochastic 
acceleration in plasma were explained a little later by Zaslavsky, Sagdeev and 
Filonenko104,105). 

As already mentioned, in Ref. 102 the simplest case of Fermi acceleration was investigated: the motion of a light particle between two parallel infinitely heavy and 
absolutely elastic plane walls, one of which is motionless and the other oscillating 
according to a given law. Numerical computation of the motion of such a particle102) gave 
a negative result: acceleration was practically not observed. The velocity of the particle 
sometimes reached three to four times the velocity of the wall and in the majority of cases 
was of the order of velocity of the wall, whereas according to the Fermi mechanism the mean 
velocity of the particle should grow infinitely in proportion to the time99). 

Let the wall oscillate according to a "saw-shaped" law, so that its velocity varies 
linearly with the time during each half-period. Further, let the minimum distance between 
the walls be l and the amplitude of the oscillations of one of them a. Then the motion 
of the particle is described by the following exact set of difference equations: 
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(4.1.1) 

(4.1.2) 

(4.1.3) 

(4.1.4) 

Here vn is the velocity of the particle after the nth collision; V/4 is the amplitude of 
the velocity of the wall; ψn is the phase of the oscillations of the wall at the moment 
of collision varying from 0 to ½ when the wall moves in one direction and from ½ to 1 when 
the reverse motion occurs. The brackets {...} denote, as usual, the fractional part of 
the argument. The plus sign in (4.1.1) corresponds to formula (4.1.2) in the previous 
step, and the minus sign to formula (4.1.3). 

As will be seen from what follows, an interesting case is: 

(4.1.5) 

Then the set (4.1.1) - (4.1.4) takes the form: 

(4.1.6) 

This transformation is of the same type as the basic model (2.1.11). According to the results 
of Section 2.4 the stochasticity parameter can be determined as: Κ ≈ (dψn+1/dψn) - 1 (2.4.4) 
and is equal to: 
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(4.1.7) 

whence the border of stochasticity (2.4.7): 

(4.1.8) 

The stochastic region thus covers the interval 0-v1. In order to obtain considerable 
acceleration (v >> V) it is necessary to fulfil the rather unexpected condition: 

(4.1.9) 

Under the condition Δv/v ~ V/v << 1 the kinetic equation takes the form of an FPK equation 
(Section 2.10): 

(4.1.10) 

where the diffusion coefficient in velocity is (2.10.12): 

(4.1.11) 

As a boundary condition it was proposed in Ref. 103 to use the condition of the absence 
of flux at the border of stochasticity: 

(4.1.12) 

This condition, of course, is not exact, since there is a transitional zone, but it makes 
it possible to obtain an approximate solution of Eq. (4.1.10). In particular, the steady-state 
distribution (∂f/∂t = 0) proves to be simply uniform: f(v,t) → v1-1. 

In order to check the degree of approximation of such a solution, the exact set of 
difference equations [(4.1.1) - (4.1.4)] was computed during n = 105 collisions with the 
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following parameter values: a = 1; V = 4; v0 = 0. In order to reduce the effects of the 
finite number of digits the mantissae of the quantities l and V were chosen in the form of 
a set of random numbers. The result of the numerical experiment was a distribution function 
F(v,t) proportional to the particle sojourn time in a given interval of velocity. The 
relation between f and F is given by the expression: 

(4.1.13) 

Figure 4.1.1a gives a typical steady-state distribution function for t >> t r, where 
the relaxation time is tr ~ v2

1/2D ~ 24v1l/V2 ~ 106 (for the case in Fig. 4.1.1a: 
l/a = 104; v1 ≈ 50); along the x-coordinate the particle velocity is plotted in units of 
the maximum wall velocity. The arrow denotes the maximum velocity reached by the particle 
during 105 collisions. The distribution function is cut off rather sharply near the border 
of stochasticity v1 ≈ 50 (4.1.8), illustrating the accuracy of the boundary condition 
(4.1.12). The fluctuations in the distribution function in the stochastic region are determined 

by the number of independent particle transitions through the whole acceleration 
region: Ν ~ t/tr. For the fluctuations we obtain the estimate: 

(4.1.14) 

When l/a = 104 (Fig. 4.1.1a) ∆F/F ~ 1/10 
Figure 4.1.1b illustrates the validity of the stochasticity criterion |K|-½ ~ 0.5 

(4.1.8) for various l/a. Let us note that the particle penetrates quite far (particularly 
when there are small l) into the transitional zone*). 

A further interesting experiment was carried out by Israelev. He investigated the 
local stability of transformation (4.1.1) to (4.1.4) by the method of returning to the 
initial point. In other words, for various initial conditions n = 104 forward collisions 
were computed, and then by means of an inverse transformation the same number of backward 
collisions. A stable trajectory should then almost return to the initial point. Table 4.1.1 
gives some results of this experiment for the case when l/a = 2500 (v1 ≈ 25). 

The first number in each box (v0) gives the initial value of the velocity, the third 
(vn) the final value after n = 104 collisions in one direction, and the second (v2n) after 
the reversal. Four regions are represented in the table. The first (I) is the wide stable 
region with high velocities (v > v1); the fourth (IV) is the wide stochastic region (v < v1). 
The most interesting are the two narrow regions (II,III) at the border of stochasticity, one 

*) Considerable penetration of the trajectory behind the border of stochasticity is explained 
by the fact that the transformation under consideration is not smooth so that 

the region of stability does not actually exist (compare Section 3.3). 
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Fig. 4.1.1. Distribution function for Fermi one-dimensional stochastic 
acceleration: a) particle velocity v in units of maximum wall velocity 
(V = 4); l/a = 104; b) particle velocity expressed through stochasticity 
parameter Κ : 1 - l/a = 400; 2 - l/a = 104; 3 - l/a = 4 × 104. 

of which (III) is stable and the other (II) unstable. This again proves the connection 
between local instability and stochasticity, and also the complex structure of the transitional 
zone (Section 3.3). 

For stable trajectories the values v0 and v2n agree with a relative accuracy of 
~ 10-.The divergence is determined first of all by round-off errors, to which for 
transformation (4.1.1) to (4.1.4) are also added the errors of the square root computations. 
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Table 4.1.1 

I 
Stability 

II 
Instability 

III 
Stability 

IV 
Instability 

V0 100.135814 28.0140873 27.0832487 25.4038922 

v2n 100.135814 78.9256083 27.2485 78.1138416 

vn 101.653879 22.2647118 27.9428666 25.3236604 

V0 50.1389432 28.0139973 28.0341874 19.8875432 

v2n 50.1389430 23.8698307 26.0341874 41.5012536 

vn 49.2779544 32.8259519 27.0211406 18.5240320 

V0 29.0538478 28.0039973 25.4501387 10.1569183 

V2n 29.0538476 34. 25.4501454 18.8937993 

Vn 30.0626340 43.5797423 26.1233959 19.7363839 

If it is considered that the latter are of the same order as the round-off and are also 
symmetrical, the relative accuracy of the reversal can be estimated as (see Section 3.3): 
2∆r · √nN/3 ~ 10-, where Ν ~ 10 is the number of operations in one step of transformation 
(4.1.1) to (4.1.4); ∆r = 2-36 and the factor 2 takes into account the mean value of the 
mantissa (floating point arithmetic). This estimate agrees with the observed accuracy of 
the reversal except in the last case in region III, which probably indicates weak instability 
near the border of stochasticity. 

To sum up it can be said that in the one-dimensional case the Fermi acceleration 
process essentially depends on the fulfilment of the stochasticity conditions. 

If we now turn to the case of two or more dimensions the situation changes substantially. 
In particular, Sinai showed106) that for elastic collisions of disks or balls stochasticity 
always occurs. This result follows directly from the simple fact that, as can be easily 
shown, in this case strong local instability of motion always arises (Section 2.13). Of 
course rigorous proof of stochasticity is considerably more complicated106). It applies 
also to the general case of the collision of bodies with a convex s u r f a c e . This latter 
condition is exactly that which ensures local instability of motion. At the same time the 
presence of concave sections of the surface may lead to the appearance of regions of 
stability. A modification of the case of the motion of a particle between walls, considered 
above, can serve as a simple example, if one of the walls is made concave and the many-dimensional 
problem studied. It is clear that the transverse motion in this case will be 
stable*), and consequently the border of stochasticity will remain the same as for the plane 

*) If the curvature radius is larger than the distance between walls. 
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walls. In the case of a convex wall the transverse motion is always unstable and the 
border of stochasticity disappears. 

As already noted above, a stochastic accelerator (stochatron) was proposed in Ref. 100. 
However, in this paper it was assumed that the phase of the accelerating voltage should be 
random, but this is not so simple to realize in practice. We see now that this requirement 
is actually superfluous. In this respect the Fermi mechanism99) is much closer to the ideas 
of the present paper than the processes studied in Refs. 100 and 101. 

Stochastic acceleration at a fixed frequency was first applied, apparently, by 
Volosov et a1. for pre-heating plasma in the stellarator107,108). The stochasticity criterion 
for this case was obtained in Ref. 107. 

Below we give the derivation of a similar criterion for the ordinary accelerator, to 
which the original proposal referred100), but working at a fixed frequency ω0. In a short 
kick approximation the equation of motion of the particle in such an accelerator can be 
written in the form: 

(4.1.15) 

where T,W are the period of revolution and total energy of the particle, and V0 is the 
amplitude of the accelerating voltage. According to the general theory (Section 2.4) the 
criterion of stochasticity is determined by the relation: 

(4.1.16) 

Developing the expression for dT/dW in the usual way5), we obtain an estimate of the 
maximum energy of the stochatron in the form: 

(4.1.17) 

Here ω is the rotation frequency of the particle in the accelerator, γ is the relativistic 
factor, α ≈ Q - 2 is the momentum compaction factor, and Q the number of betatron oscillations 
per turn. From this last expression it can be seen, in particular, that stochasticity is 
always absent near the critical energy: γ = α-½ ≈ Q. However, as a result of the 
"infiltration" of the particle into the transitional zone (see for example Fig. 4.1.1) 
more or less slow crossing of this region is possible. 

To complete the picture, let us note that the ordinary microtron7) works just at the 
border of stochasticity (4.1.17) so that, for instance, raising the accelerating voltage 
inevitably makes it go over to stochastic conditions. 
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Going back to the stochastic heating of plasma107,108), let us note that its effectiveness 
can be even greater than follows from the simple theory103,107). In particular, 

instead of uniform distribution in velocity, in the real system maximum density can be expected 
to appear near the border of stochasticity, i.e. near the maximum energy, due to 

the capture of the particles in the stable regions owing to the presence of dissipation. 
This effect has apparently been actually observed in the experiments by Volosov's group. 

In conclusion let us make some remarks concerning high-frequency heating and the confinement 
of plasma in magnetic traps. This method has become increasingly popular recently; 

in particular, a separate section was devoted to it at the Third Conference on Plasma 
Physics and Controlled Fusion (Novosibirsk, 1968; see also Ref. 109). Since this concerns 
rather dense plasma, the alternating field is equivalent to the oscillating wall, so that 
it is necessary to take into account effects connected with the border of stochasticity. On 
the one hand these effects can lead to the limitation of the maximum temperature of the 
heating. On the other hand, for instance for high frequency confinement in magnetic traps, 
they may in fact considerably impair the confinement on account of the increase in the longitudinal 
velocity of the particles. 
4.2 Dynamics of the lines of force of the 

magnetic field in the stellarator 
The objective of this section is to make some calculations, or rather estimates, of 

the conditions of stability of the motion of a single particle in a magnetic field of the 
stellarator or levitron type. 

In general it can be considered that the magnetic moment of a particle is conserved 
with a sufficient degree of accuracy (see Section 4.4), so that the important thing is the 
stability of the drift trajectories of the particle. Further, limiting oneself to a region 
sufficiently far away from the separatrix, for the overwhelming majority of untrapped particles 
the deviation of the drift trajectories from the lines of force of the magnetic field can 
be neglected110). Thus it is necessary to investigate, as is usual, the stability of the 
lines of force, which can be regarded as trajectories of a dynamical system, namely an 
oscillator, since the main feature of a stellarator field is the finite velocity of the 
rotation (ω) of the lines of force in a plane perpendicular to the magnetic field. 

This oscillator is subject to various perturbations (inaccuracies of manufacture, 
race-tracks, toroidality, etc.) with a period equal to the perimeter of the stellarator. 
The main danger comes from the resonances. They can be controlled in two ways. 

Firstly, one can choose the "frequency" ω far away from all the resonant values, as is 
generally done in charged particle accelerators. For this it is necessary, however, for 
the oscillator to be almost linear, i.e. for the "frequency" ω to depend weakly on the 
rotation radius (r) and for all the stellarator region of interest to us to be outside the 
resonances. Such stellarator fields are possible (for instance, a double helical field 
with a large pitch) but apparently undesirable, if only because the size of the separatrix 
then decreases considerably*). 

*) Let us note, however, that a double helical field with a small pitch makes it possible 
to eliminate the most dangerous central resonance by the proper choice of the value of 
ω(0)111) (see note on p. 178). 
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Another known means of controlling resonances is to make the oscillator non-linear, 
i.e. to make its "frequency" depend on the rotation radius (on the amplitude): ω = ω(r). 

The numerous papers on research into resonant perturbations in the stellarator (see 
for instance Refs. 110, 112, and 113) may give the impression that an increase in non-linearity (dω/dr) always leads to increased stability. Similar hopes also existed in the 
initial design stage of strong focusing accelerators. In reality, however, the situation 
is different. Although non-linearity does stabilize resonances (Section 1.6) it leads also 
to the appearance of new instabilities. The most dangerous of them is apparently stochastic 
instability (Chapter 2). As far as we know, stochastic processes of this kind as applied 
to a stellarator were first studied by Sagdeev and Zaslavsky46). Below we will make a more 
thorough examination of the destruction of the internal region of the magnetic field of the 
stellarator, according to Ref. 89. 

As an unperturbed system let us choose a straight n-helical magnetic field created by 
2n conductors with a current J in each, wound with a pitch of 2π/α on the surface of a 
cylinder with a radius a. Let us relate the toroidality of the real stellarator to the 
perturbations. Let us assume that the equations of "motion" of the lines of force have 
the form115): 

(4.2.1) 

where Ηz is the strength of the longitudinal field and r, φ, z the cylindrical co-ordinates. 
For (4.2.1) to be correct it is necessary, generally speaking, for both quantities εa, 
s << 1. However, the estimates by order of magnitude will also be correct in a wider region, 
in fact everywhere except in the immediate vicinity of the separatrix. The same remark 
also applies to the other strong inequalities. The quantity s = (r/a)2, canonically conjugated 
to the angle φ was chosen as a variable. In accordance with Ref. 115 let us introduce 

the dimensionless "frequency" ω by the formula = αωz, where is the mean angle of 
rotation. 

The mean rotation of the lines of force, which is also the main factor for the stability 
of the stellarator field, is rather similar to the betatron oscillations in an alternating 
gradient accelerator or to the stability of the Kapitsa pendulum172,173). 

Let us assume that the perturbations (constant in time) are described by the same 
equations as the main field (4.2.1), but with their own parameters ε1, n1, α1. Let us 
further assume that the perturbation is a set of short uncorrelated "kicks", i.e. the 
parameters ε1, n1, α1 are constant over a length l (correlation length) satisfying the 
inequality: 

(4.2.2) 
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There is a similar formulation of the problem, for instance, in the stability calculations 
for a strong-focusing accelerator5). As a result of the closure of the stellarator, any 
perturbation will be periodic with a period L (perimeter of the stellarator). 

Let us first consider a single "kick" at the point z = 0. From Eqs. (4.2.1) under 
condition (4.2.2) we find: 

(4.2.3) 

The first equation determines the displacement of the magnetic surface, depending on the 
angle φ in the region of the perturbation. The latter changes under the action of the perturbation 
[the second equation in (4.2.3)] and also as a result of the rotation with a 
"frequency" ω, by a quantity αLω (per period). As a result, the action of the perturbation 
under consideration can be described by means of the following set of difference equations, 
similar to the basic model (Section 2.1): 

(4.2.4) 

Under specific conditions (see Section 2.2) the difference equations (4.2.4) can be 
replaced by the differential equations: 

(4.2.5) 

Here L1 = n1 L; ωP = 2πm/aL1 (m = 0, 1, . . . ) 1 1 0 ) is the resonant value of the "frequency" 
ω * ) ; the dot denotes differentiation with respect to the "time" N. Everywhere in what 
follows, s denotes the parameter of the magnetic surface, i.e. we shall ignore its small 
deviations from the cylinder115). The phase frequency of the oscillations (4.2.5) is: 

(4.2.6) 

Let us note that the frequency Ω is here measured in units of (αL) - 1 . 

*) The resonances of the higher approximations: ω(P) = (2πm/α L ± Pn)/(n1 ± Pn); p = 1, 2, ... 113) have an additional small factor of the form [(ε/α) · sn/2-1]p 
and can be important only near the separatrix. 
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Let us first estimate the stabilization of the resonances by non-linearity, as was done 
in Section 1.6. In the linear case (ω' = Ω = 0), system (4.2.5) determines the resonant 
(unstable) bands of the width: 

(4.2.7) 

At the same time the non-linear width of the resonance (size of the separatrix) is: 
α L1 (Δω)H ~ Ω. According to Section 1.6 the stabilization condition can be written in 
the form: (Δω)H (∆ω)Λ or (squared)*): 

(4.2.8) 

where = αLω is the total rotation angle of the line of force around the stellarator, and 
we used the relation: ωs sn-2 115) 

The stochasticity parameter for system (4.2.5) is: 

(4.2.9) 

Let us determine the border of stochasticity from the condition: K0 = Ω2 = 4. This choice 
of border is confirmed, in particular, by the results of the numerical computation given in 
the previous section (Fig. 4.1.1). The condition of stability of the motion thus takes the 
form: 

(4.2.10) 

The last expression is exactly the opposite of (4.2.8). This means that the permissible 
perturbation reaches a maximum in the region: 

(4.2.11) 

The formulae given above are directly applicable only when n > 2. For a double helical 
field one should assume that115): (n - 2) → ∆; the latter is the difference between 
the rotation angles at the axis of the stellarator and at the radius r under consideration. 

If the condition of non-linear stabilization of the resonance (4.2.8) is violated, the 
line of force withdraws into the wall in a time (number of turns): 

*) The stabilization condition of the resonance in the centre of the stellarator (ωp = 0) has a different form: ξ α L1 ω = n1 . This resonance is especially dangerous, 
since it leads to the destruction of a region of the size r ε1 1/(2n-1) (when n1 = 1). while for peripheric resonances the size of the region destroyed is ∆r √ε1. 
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(4.2.12) 

In the stochastic region, when condition (4.2.10) is violated, the diffusion coefficient 
D ~ (ξs/n1)2 and the "lifetime" of the line of force is: 

(4.2.13) 

The estimates obtained cease to be correct in the immediate vicinity of the separatrix 
where, in particular, the higher harmonics (kω) play a part. This problem was studied by 
Zaslavsky, Sagdeev and Filonenko. However, the solution they obtained was not final, 
namely the dependence of dω/dI on ω was not disclosed. In Section 2.6 it was seen that for 
very general conditions the behaviour of the system near the separatrix is universal and is 
described by expressions (2.6.7) and (2.6.8). It follows from (2.6.8) that the spatial 
width of the stochastic layer in the stellarator being proportional to the energy width is 
always small and is completely negligible in the sense of a limitation of the stable region. 
It is interesting to note that the width of this stochastic layer is not exponentially small, 
as in the case of the non-linear resonance (Section 2.6), but simply proportional to the 
small perturbation parameter. This characteristic was already discovered by Mel'nikov37). 
The explanation is that in the case of the stellarator the perturbation frequency, for 
example on account of toroidality, ~ ω, whereas the destruction of the separatrix of a resonance 

some way from the border of stochasticity is usually due to the action of high frequency 
perturbation. 

The frequency width of the stochastic layer (2.6.7) is always great and therefore it is 
impracticable to rely on the use of a large rotation angle in the immediate vicinity of the 
separatrix of the stellarator. Figure 4.2.1 gives the results of numerical computation from 
a paper by Gibson116) (toroidal perturbation). In the case concerned Ωc φ0 - φs, where 
φ0( Ω) is the rotation angle at the separatrix and φs the rotation angle at the border 
of stochasticity. The interpolation line equation is given in Fig. 4.2.1 and the expected 
dependence takes the form (2.6.7): 

(4.2.14) 

From the results in Fig. 4.2.1 we obtain: Ω1/Ω ≈ 1.28, whence the last term ≈ 0.06, which 
cannot be regarded as a serious deviation from the interpolation line. 

The stochastic instability of the lines of force can be used to create a so-called 
Skornyakov trap112). The distinguishing feature of this trap is the region of "turbulent 
motion" of the lines of force, in which the lines, at first close together, rapidly diverge 
considerably. Stochastic instability also has this same property. The reason for using 
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Fig. 4.2.1. Decrease of the rotation 
angle of a magnetic line of force in 
dependence on the ratio of the stellarator 
radii ε = r/R (toroidal perturbation): φ0 is the maximum rotation angle at the separatrix; φs is the 
rotation angle at the boundary of the 
stochastic layer. 

such a "turbulent" region is the hope that inside it the development of plasma instabilities 
will be hampered. Indeed, the spatial non-uniformities (fluctuations) occurring in the 
plasma, moving along the rapidly diverging lines of force, will spread out and mix, which 
is equivalent to some damping. The difficulty of creating a Skornyakov trap lies in the 
fact that the turbulent region must be completely surrounded by a reliable "laminar" layer 
of regular magnetic surfaces to ensure heat insulation. In particular, the stochastic instability 

considered in the previous section is completely unsuitable for this purpose, 
since the turbulent region extends as far as the separatrix. 

One of the possible methods of creating a "turbulent" layer in a stellarator by means 
of an additional short "resonant" winding is described in Ref. 89. Two other methods will 
be mentioned here. 

The first was proposed by Mel'nikov and does not require any additional equipment at 
all. It is based on the fact that the separatrix of the central resonance ω = 0 (which is 
always the case for n > 2, see note on p. 178) is destroyed by toroidal perturbation, which 
automatically leads to the formation of a stochastic layer. The width of the layer depends 
on the ratio of the perturbation frequency [ω1 = 1 for toroidal perturbation115)] to that 
of the phase oscillations Ω (4.2.6). For the central resonance the frequency Ω can also 
be estimated from the relation: Ω ~ /s ~ 2ξ/n1 ~ ξ, since ∆s ~ s and ψ ~ 1. This estimate 
is of the same order of magnitude as (4.2.6) on the edge of the resonance: αL1ω ~ ξ (see 
above). The transition to dimensionless "frequency" is effected by means of the transformation: 

Ω → Ω/αL. Whence: 

(4.2.15) 
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In this last estimate we used the above-mentioned condition ξ ~ α L1 ω for the size of the 
central resonance (n1 ~ 1). Since it is desirable for ξ << 1, a large width of the 
stochastic layer, corresponding to the condition ω1 ≤ Ω , is possible only for a very small 
a, which leads, in particular, to "discontinuity" of the field when it rotates in the stellarator. 
For continuity of the field it is necessary for αL ≥ 2π/n ~ 1. 

The second method of creating a "turbulent" zone is based on the destruction of the 
central resonance by a special winding, the pitch angle of which (α1) is identical to that 
of the line of force at the edge of the resonance: α1 ≈ αω. The total rotation angle of 
the additional winding is then equal to: α1L ≈ αωL ~ ξ << 1, so that there are again difficulties 
with the field continuity, but only for the additional winding. 

The entropy in the "turbulent" region characterizing the rate of decrease of the instability 
will be of the order (per z unit, representing time): 

(4.2.16) 

This value is smaller (when ξ < 1) than in the method described in Ref. 89, where 
h = (ln Ω2)/L ~ L-1, if the error in formula (15) of this paper is corrected. 

At present the possibility of stabilizing plasma instabilities in a Skornyakov trap 
remains highly problematical. The main difficulty here is due, apparently, to the border 
between the "turbulent" and "laminar" regions, where large gradients of plasma density may 
occur, facilitating the occurrence of plasma instabilities. Nevertheless, in view of the 
simplicity of the additional equipment required for creating a "turbulent" layer, it appears 
expedient to carry out the corresponding experiment. 
4.3 Arnold diffusion in the interaction of 

colliding beams 
Below only the simplest case will be considered -- that known as weak-strong interaction, 

when the influence of the weak beam on the strong one can be neglected. This is 
usually the case for colliding electron-positron beams and will be even more so for proton-antiproton 

beams*). Weak-strong interaction amounts in fact to an interaction between a 
single particle and a colliding bunch. A convenient model of such an interaction, which is 
fully acceptable for our estimates, is proposed in Ref. 13. 

For proton, and especially antiproton, storage devices even very weak diffusion can be 
important, since under natural conditions there is absolutely no damping of the oscillations 
and the necessary lifetime is a few hours125). Recently, Budker proposed artificial cooling 
of protons by means of an accompanying electron beam126), in which case everything would 
depend on the damping time in fact realized. 

It is convenient to characterize the intensity of the interaction by the frequency 
shift of the small (linear) betatron oscillations (Δν); as the small dimensionless parameter 

*) For a description of colliding beam technique see Ref. 80. 
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let us choose ε = Δν/ν. When the amplitude of the oscillations is of the order of the 
transverse size of the bunch the non-linearity reaches a peak, equal to: α ~ ε13). 

The resonance condition takes the form: 

(4.3.1) 

where all the frequencies are given in units of the revolution frequency ω0; n 1, n 2, p are 
integers; ν0 is the frequency of the external perturbation, which we assume to be δ-shaped 
(any p). Taking into account that in the present case m = 2, the amplitude of the perturbation 
harmonic can be written in the form [see (2.12.23)]: 

(4.3.2) 

The parameter n0 depends on the shape of the beam and the amplitude of the oscillations a. 
In particular, for a cylindrical beam shape n0 ~ a/r0, where r0 is the transverse dimension 
of the beam13). Let us also introduce a dimensionless parameter of the coupling between the 
betatron oscillations β2, which in some cases can be very small125). 

The resonance density can be estimated in the same way as in Section 2.12, taking 
Ν = 3, since the external perturbation, as we assumed, has many harmonics. Moreover, the 
resonance density must be inversely proportional to the constant frequency of the external 
perturbation ν0. As a result we obtain from (2.12.27): 

(4.3.3) 

An example of a set of resonances up to and including the fourth order is shown in 
Fig. 4.3.1. It can be seen that the density of the resonances is very non-uniform. This 
effect can be included in the parameter ν0 (4.3.3). 

Fig. 4.3.1. Set of resonances n1ν1 + + n2ν2 + pν0 = 0 for ν0 =1; |n1| + |n2| ≤ 4; p is any integer; 40 
different resonances in all. 
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Let us first of all estimate the border of stochasticity, which is determined by the 
overlapping of the main resonances (n n0). Using expression (2.12.29a) in which we put: 
ε → εβ2 (the majority of the resonances are coupling resonances), we obtain: 

(4.3.4) 

Turning to the estimate of the rate of Arnold diffusion, let us note that in the present 
case we are interested in the expression for the diffusion coefficient as a function of the 
number of the resonance harmonic (2.12.29). The point is that the main deleterious result 
of the interaction of the colliding beams is the "blow-up" of the weak beam, leading to a 
decrease in the so-called luminosity of the colliding beams80). The frequency of the betatron 

oscillations changes, roughly speaking, by a value Δν = εν of the total frequency 
shift under the action of the oncoming bunch. It is therefore clear that the action of the 
resonances will be substantial for the majority of the particles, if this frequency change 
exceeds the mean distance between guiding resonances ∆n (4.3.3). 

When ε << εs expression (2.12.29) can be simplified, neglecting the term n/2n0 in Mn  
and putting [2n02 C(N - 1)/N2n]1/N ≈ 1. Further, if one considers the diffusion along 
coupling resonances under the action of other coupling resonances, DA is in addition multiplied 

by a factor β3 (Section 2.11). This case is typical. Taking into account, finally, 
that α ~ ε and Ν = 3, we obtain from (2.12.29) the following estimate for the Arnold 
diffusion coefficient: 

(4.3.5) 

Since Arnold diffusion occurs inside the stochastic layers, the volume of which can be 
ignored when ε << εs (Section 2.6), in practice it can become substantial only in the 
presence of additional ("external") diffusion, for instance on account of gas scattering or 
some other kind of fluctuations in the storage rings. "External" diffusion ensures the 
entrance of the particle into the nearest stochastic layer and subsequent Arnold diffusion. 
If the latter is sufficiently great the "blow-up" time of the beam will be determined by 
the "external" diffusion up to the nearest resonance surface, i.e. by a distance ~ Δn, 
instead of (εν) in the absence of Arnold diffusion. Since the diffusion time is proportional 
to the square of the distance, the beam "blow-up" time will then be reduced by 

k=( 
εν )2 k=( ∆ )2 (4.3.6) 

times (see Section 2.12). 
By means of (4.3.3) and (4.3.6) we find: 
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(4.3.7) 

Substituting this in (4.3.5), we obtain: 

(4.3.8) 

The value of DA is determined by the required lifetime ("blow up" time) of the beam 
τ: DA ~ Ι2/τ. Putting: Β = β (εντω0)⅓ and k = 1, we arrive at the equation for the lower 
limit γ1, determining the region of influence of the Arnold diffusion: 

(4.3.9) 

This expression shows in particular that the threshold of γ1 depends weakly on the coupling 
coefficient β2, provided the latter is not too small: β2 >> (ln B)-6 = A - 2. The equation 
for γ1 can be written in the form: 

(4.3.9a) 

Putting γ1 ≈ ⅛ in first approximation we find: 

(4.3.10) 

It is evident that the latter expression is valid only for Αβ >> 8; if this is not so it 
is necessary to solve equation (4.3.9) more accurately. 

From expression (4.3.10) it can be seen that the critical value of the frequency 
shift (Δν)1 depends substantially only on the frequency of the external perturbation ν0 
and the field smoothness parameter of the oncoming beam n0; dependence on the other parameters 

is weak, including that on the coupling parameter of the oscillations β2 and on 
time τ. 

When (Δν) increases above the threshold it can be considered that n/n0 = const (4.3.5), 
and DA increases on account of the factor (βγ) -(4.3.8). Then from (4.3.7) it follows 
that: 
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(4.3.11) 

Let us also write down the expression for the harmonic number of the resonances determining 
the Arnold diffusion. From (4.3.5) we have: 

(4.3.12) 

The estimates obtained were based on formula (2.12.29), which is valid when n' > n (Section 
2.12). Let us find the condition under which it is possible for n' = n, and the diffusion 
coefficient is given by the estimate (2.12.26). Using expressions (2.12.25) and (4.3.7) 
we obtain: 

(4.3.13) 

Estimate (2.12.26) in our case takes the form: 

(4.3.14) 

Let us consider the influence of synchro-betatron resonances on Arnold diffusion. The 
simplest effect is a considerable increase in the density of the resonances. For this it 
is necessary only for the spectrum of the synchro-betatron resonances to span the distance 
between resonances (4.3.3). The width of the spectrum depends on the mechanism of synchro-betatron 

interaction. For colliding beams the main effect is apparently the modulation of 
the frequency of the betatron oscillations, which takes place for two reasons. Firstly, on 
account of the modulation of the non-linear frequency shift, when the width of the spectrum 
may here reach Δc ~ n × Δν r, where n is the harmonic number of the betatron resonances, and 
Δνr the total non-linear frequency shift of the radial oscillations; secondly, on account 
of the modulation of the revolution frequency, the width is ∆c ~ nννc/q [q is the high 
frequency harmonic number5)]. 

The overlapping condition can be found from the following considerations. In the 
equation of the resonance Σiniνi = 0, the term ncνc ~ ∆c should be of the order of the 
variation of the residual sum between neighbouring resonances, which in its turn 
~ n∆n ~ ν0/n2 (4.3.3). Hence the overlapping condition: ∆c ν0/n2 ~ n · (Δν)1, where n  
is determined by the time of the Arnold diffusion and (Δν)1 ≡ (Δνz)1 is the Arnold diffusion 
threshold, without taking into account the synchro-betatron resonances. Then the last 
expression for the width ∆c leads to the synchrotron frequency limitation: 
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(4.3.15) 

The Arnold diffusion threshold will now be determined by the distance between the synchro-betatron 
resonances, which is ~ ν c/n 1 3 3 ), i.e. it decreases by n∆n/νc times, which at the 

boundary (4.3.15) is ~ (vn/q). In fact, the decrease will be even greater, since the rate 
of the Arnold diffusion also increases on account of the increase in the density of the 
resonances*) and therefore resonances of much higher harmonics begin to work. The first 
expression for Δc ~ n · (Δνr) leads to the condition Δνr ≥ (Δν)1, i.e. it does not lower 
the threshold. 

The modulation of the magnetic field of the storage ring acts in a similar way. Again 
there is frequency modulation with a spectrum width ΔH ~ nνξ, where ξ = Δ Η/Η is the amplitude 

of the modulation. From the overlapping condition ∆H nΔn, we obtain the limit of 
dangerous modulation: 

(4.3.16) 

In this case the decrease in the Arnold diffusion threshold (by ν0/n2νm times) will be considerably 
greater on account of the small modulation frequency νm and also on account of 

the increased Arnold diffusion [see above and (4.4.15)]. 
The action of radio-frequency modulation is considerably more complex. On the one hand 

it leads to frequency modulation with a threshold (4.3.16) for a quantity qξω = q∆ω/ω. It 
is true that the amplitude of this perturbation may already be considerably smaller than that 
from the oncoming beam. On the other hand, the perturbation modulation spectrum may span 
the gap between neighbouring synchro-betatron resonances, which under condition (4.3.15) 
leads to an even greater lowering of the threshold of Arnold diffusion. The above-mentioned 
gap is ~ νc/n in betatron frequency133) or ~ νc/νn in revolution frequency. Hence the 
boundary of dangerous modulation of the radio-frequency is: 

(4.3.17) 

This last estimate is given in the limit (4.3.15). The amplitude of such perturbation may 
also be small (see above). 

Finally, the effect of modulation of the synchrotron frequency itself is also possible 
under the action of various factors. However, spanning the gap between the synchro-betatron 
resonances in this case already calls for rather considerable modulation Δνc/νc n-1. 

*) See similar estimate in next Section (4.4.15). 
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As we saw, the action of (frequency) modulation amounts to splitting up each resonance 
plane and forming a distinctive multiplet of the parallel planes. When the distance between 
these resonances is sufficiently small they begin to destroy each other with the formation of 
a solid stochastic "corridor". It is significant, however, that this phenomenon does not 
change the Arnold diffusion, since the vectors (n) of all the resonances of the multiplet are 
parallel (see Section 2.12). 

Returning to the synchro-betatron resonances, let us note that they may also lead to a 
more important effect than a simple increase in the density of the resonances, namely to 
streamer diffusion (Section 2.12). The high frequency accelerating voltage is here the 
external perturbation destroying the conservativeness of the system. In other words, this 
perturbation shifts the system out of a constant energy surface and thus ensures streamer 
diffusion. 

For diffusion to take place over a considerable distance, neighbouring streamers must 
intersect. This is possible if the dynamic frequency variation 

(4.3.18) 

Here we are considering four frequencies -- two betatron frequencies, the revolution frequency 
and the frequency of the external perturbation. The last must have a sufficient number of 
harmonics (~ n ) . In the opposite case the necessary (Δν) considerably increases (see below). 
This requirement is usually not satisfied in storage rings. Firstly, the accelerating 
voltage, as a rule, has only one harmonic, and secondly, under synchrotron operating conditions 

the revolution frequency on the average remains constant. Streamer diffusion in this 
situation is possible only outside the limits of the synchrotron separatrix, which may be of 
importance for very low energy protons or electrons (see Section 4.4). 

Under ordinary conditions it is necessary to bear in mind the synchrotron oscillations, 
the frequency of which will also be a third dynamical frequency in addition to the two 
betatron ones. 

For considerable streamer diffusion it is necessary, as noted above, for neighbouring 
streamers to intersect. This is possible precisely on account of the variation of the synchrotron 

frequency itself Δνc. If one puts Δνc ~ νc, the condition for intersection of the 
streamers proves to be the same as that obtained above for crossing the gap ∆n ~ ν0/n3 
by the synchro-betatron resonances. From the width of the spectrum of the latter, due to 
the non-linear frequency shift: Δc ~ n · (Δνr) (p. 185), we obtain the streamer diffusion 
threshold in the form 

(4.3.19) 

Modulation of the revolution frequency gives a threshold identical to expression (4.3.15). 



- 188 -

The harmonic number of the resonances n is determined by the tine of the streamer 
diffusion for which, taking into account "external" diffusion, estimate (2.12.39) should be 
taken. Let us re-write it for the problem under consideration, taking into account that 
Ν = 3; ε → ε · β2; α ~ ε; m = 2; ω = ω0; we obtain: 

(4.3.20) 

Let us specify this estimate in the simplest case β2 ~ 1; Δνr ~ Δν. Using estimate 
(4.3.15) and again introducing the beam"blow-up" time τ ~ I2/Dc0, we obtain the equation 
for the critical value of the synchrotron frequency: 

(4.3.21) 

This depends weakly on the strong beam current J Δv, provided (ω0τν) · (Δν/ν)3 · β5 >> 1 
(4.3.20). Combining in a similar way (4.3.19) and (4.3.20) we find the streamer diffusion 
threshold in current from the equation: 

(4.3.22) 

Effects (4.3.21) and (4.3.22) work independently. The "blow-up" time decreases in approximately 
inverse proportion to the square of the amount by which the corresponding quantity 

exceeds the threshold [see (2.12.41) and (4.3.11)]. 
Modulation of the magnetic field or the high frequency may lead to an increase in 

streamer diffusion, but it cannot bring this about by itself (without synchrotron oscillations) 
since the modulation frequency is not a dynamical variable. 

As an example let us choose the following parameters for a proton storage ring: 
τ = 105 sec; ν = 10; ν0 = 1; ω0 = 108 sec-1; β2 ~ 1; (Δν)s ~ 1/20. The last value 
is taken from numerical experiments97,127) and from experiments on electron storage 
rings127,133). In all cases the quantity (Δν)s lay in the interval 1/10 - 1/40. Hence the 
parameter n0 ~ 2 (4.3.4) can also be estimated. 

Solution of Eq. (4.3.9) by the successive approximation method gives: γ1 ≈ 1/50 whence 
(Δν)1 ~ 10 - 3, with resonances working up to n ≈ 8. The streamer diffusion threshold (4.3.22) is 
(Δν)2 ~ 2 × 10-3 (n ≈ 8 ) , i.e. roughly the same as for ordinary Arnold diffusion. Finally, 
the synchrotron frequency threshold (4.3.21) is: (νc)1/q ~ 5 × 10-4 (n ≈ 6) when Δv = 10-3. 
In fact the synchrotron frequency should be even smaller: νc/q 2 × 10 - 4, which follows 
from estimate (4.3.15) with n = 8. In the opposite case the ordinary Arnold diffusion 
threshold decreases in addition by ~ vn/q ≈ 80/q times. The tolerance is of the same order 
for both the magnetic field modulation and the frequency modulation (q∆ω/ω) (4.3.16). 
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The case of the cylindrical beam which we are considering is probably the worst. An 
effective way of preventing Arnold diffusion appears to be to decrease the coupling between 
the betatron oscillations, i.e. the coefficient β2, and also the anharmonicity parameter n0. 
Moreover, the working point of the storage ring (ν1,ν2) should be located in the region of 
minimum density of resonances. The most radical means would be to cut off the high frequency 
completely, but this might reduce the luminosity of the colliding beams125). Increasing 
the high frequency harmonic number to q nν also helps (p. 186). 

When the intensity of both colliding beams is comparable the large-size beam plays the 
role of the weak one, since the parameter n0 is very small for a narrow beam13). When the 
dimensions of the beams are comparable, their mutual "blow-up" is possible, in which event 
(Δν) decreases to the threshold value. In this case the process can be considerably complicated 

by the coherent oscillations of the beams127), but these are comparatively easy to 
suppress, for example by means of a feedback127). 

The estimates obtained above are of course very rough. They can be refined in specific 
cases by means of a numerical experiment. According to Ref. 76, for this it is sufficient 
to investigate the local stability of motion in a comparatively short computation. 

It would be still better to carry out model experiments on electron storage rings. 
Although in this case the time of the Arnold diffusion is considerably limited by radiation 
damping, it can be made long enough to observe this process (up to 1 sec in the rings described 
in Ref. 133)*). 
4.4 Magnetic mirror traps: conservation of the adiabatic invariant 

The confinement of a charged particle in an open magnetic system of the type of a 
magnetic mirror trap is effected, as is known, at the expense of the conservation of the 
orbital magnetic moment of the particle (μ), which is the adiabatic invariant of Larmor 
rotation117). An adiabatic invariant is not an exact invariant and until recently its conservation 

conditions were still unclear. In particular, in a paper as early as 1928, 
Andronov, Leontovich and Mandelstam119) showed in a simple example of the Mathieu equation 
that an adiabatic invariant can be destroyed when there is arbitrarily slow but resonant 
periodic variation of the parameter. For periodic perturbation, Firsov introduced corrections 
to the adiabatic invariant which made it possible to remove the substantial deviation of the 
invariant up to increasingly high orders of asymptotic expansion ). This direction was 
pursued by Kruskal in a p a p e r ) showing that the improved adiabatic invariant is conserved 
in all orders of the asymptotic expansion. Of course this does not mean rigorous invariance, 
but it is equivalent to an assertion that the variation of the adiabatic invariant is in any 
event "exponentially" small (see below and Section 2.2). Only relatively recently Arnold 
was able to demonstrate the eternal conservation of the adiabatic invariant for a one-dimensional 

non-linear oscillator and, correspondingly, the eternal stability of motion of 
a charged particle in an axially-symmetric magnetic trap120). The requirement for axial 
symmetry is essential here and is connected with the topological features of the KAM theory, 
which were mentioned in Sections 2.2 and 2.12. 

As we already know, the KAM theory does not give the critical value of the perturbation. 
This can be estimated from the numerical experiments in Ref. 123 and from Rodionov's experiments 
with electrons121). In both cases it turned out that the border of instability is 

*) There is a unique possibility of experimentation on Arnold diffusion using the proton 
colliding beams (ISR) now in operation at CERN. 
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determined approximately by the simple criterion of the overlapping of the resonances10). 
However, it remained unclear whether the stability observed was eternal, in conformity with 
the KAM theory, or whether the time for the development of instability simply increased. A 
series of experiments122,81-83,131) were devoted to this problem. All these papers report 
the discovery of very weak instability developing during up to 109 reflections of the electron 
by the magnetic mirrors. A particularly thorough investigation of this weak non-adiabaticity 
was made in Refs. 82 and 83. An example of the dependence of the mean lifetime of an electron 
in a trap on the strength of the magnetic field is shown in Fig. 4.4.1, taken from Ref. 83. 
The curves correspond to different pressures of residual gas in the trap and different methods 
of measuring the lifetime. The non-adiabaticity manifests itself in a more or less sudden 
reduction of the latter. The formation of a lower "plateau", i.e. independence of the lifetime 
on the low magnetic field, was completely unexpected. 

Fig. 4.4.1. Dependence of the lifetime of electrons in a magnetic 
mirror trap on the strength of the magnetic field H. 

The nature of this weak instability has not been clarified experimentally. At present 
only two hypotheses can be put forward. 

According to the first, the instability discovered is due to the fact that the real 
magnetic field of the trap was not axially-symmetric, in spite of all the measures taken. 
In this case the system becomes three-dimensional and the KAM theory can no longer guarantee 
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stable motion, in spite of the invariant tori. Furthermore, Arnold discovered a specific 
mechanism of instability in this case21), which in Section 2.12 was called Arnold diffusion. 
This second hypothesis will be examined thoroughly below. 

Let us first of all discuss the second hypothesis, according to which very weak instability 
is also possible in an axially-symmetric trap on account of the indeterminacy of 

the border of stochasticity and the penetration of the stochastic sections deep into the 
region of Kolmogorov stability (Section 2.5). 

The motion of the particle in the trap can be described by means of a transformation, 
if the variation of the magnetic moment during a half-period of the oscillation between 
the mirrors is integrated (for a trap which is symmetric in relation to the median plane). 
The result of this integration is presented in the most convenient form in a recent paper 
by Hastie, Hobbs and Taylor124). Their calculations are based on the observation, already 
made in Ref. 123, that the main variation of μ occurs in the median plane of the magnetic 
field. This can be explained as follows. If the lines of force diverge without curving, 
then the magnetic field Η is locally axially symmetric. Hence, in this case the magnetic 
moment is exactly conserved, since it is proportional to the generalized momentum. If the 
lines of force curve, the axial symmetry is destroyed even locally, the generalized angular 
momentum is not conserved and only adiabatic invariance of μ is possible. Since the curving 
of the lines of force is proportional, roughly speaking, to H (the prime signifies the 
differentiation along the lines of force), we arrive at the following expression for the 
local parameter of the adiabaticity124): 

(4.4.1) 

Here ωH = eH/mc is the Larmor frequency; Ω is the frequency of the longitudinal oscillations; 
v is the particle velocity component along the line of force, and the numerical coefficient 
is introduced for the sake of convenience. Let us note that the latter expression loses its 
sense near the axis of symmetry of the trap, over a length of the order of a Larmor radius, 
because of the conservation of the generalized angular momentum. Above it was mentioned that 
the variation of μ very strongly depends on εa and consequently it is in practice local*) 
and takes place at the maximum of εa. In the simplest case, but of course not always, this 
maximum coincides with the median plane. 

According to Ref. 124, the variation of the magnetic moment after transition through 
the median plane is given in first approximation by the expression**): 

*) For a sufficiently smooth (non-resonant) magnetic field configuration. In the opposite 
case the region where μ is changing and Δμ itself increases considerably, and all expressions 
of this section become invalid. 

**) By using the estimate εa ~ Ω/ωH (4.4.1) we arrive at the typical expression, Δμ ~ e-ωH/Ω, 
for the variation of the adiabatic invariant when there is analytical variation of the 
parameter, which we repeatedly used in this work (see also Ref. 45). 
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(4.4.2) 

Here ψ is the Larmor phase at the maximum of εa and A is a certain complicated expression: 

(4.4.3) 

where ρ is the Larmor radius; R the radius of curvature of the line of force; r the distance 
from the axis of the trap; l2 = H/H. Expression (4.4.2) is valid when r << ll24). 

The phase shift between two successive transitions through the median plane in first 
approximation is: 

(4.4.4) 

If in the same approximation εa and A are considered to be constants, we obtain a transformation 
of the basic model type: 

(4.4.5) 

The stochasticity criterion takes the form (r/ρ)e-1/εa ~ 1 or εa ~ 1. 
Taking into account the results of the numerical experiments described in the previous 

section, one can hardly hope for any kind of residues of stochasticity when the value of 
the dimensionless small parameter εdθ/dμ ≤ 10-4 82,83) (εa ≤ 0.1: r ~ p). It is true that 
the exact equations of motion are more complex than transformation (4.4.5) and it may be 
thought that it is just these small corrections that lead to slow diffusion. However, 
according to the KAM theory small perturbation does not destroy the invariant tori. Nevertheless, 

since the limit of applicability of the KAM theory has been established experimentally 
only for a very special system (Section 3.3), the question still remains open. 

Let us return to the first hypothesis. The resonance condition now has the form: 

(4.4.6) 
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Here Ωg << Ω << are the frequencies of the drift and the longitudinal oscillations, and 
the mean frequency of the Larmor rotation, respectively. As in the previous section, we 
can again use the Arnold diffusion theory developed in Section 2.12. 

The mean features of the problem are as follows: 
1. An electron in an asymmetrical trap represents a three-dimensional autonomous oscillator 
with threefold interaction (m = 3). Estimate (4.3.3) for the density of the resonances 
remains valid: 

(4.4.6a) 

and the parameter ω0 ~ also takes into account the deviation of the density of the 
resonances at a given point of the frequency space (Ωg, Ω, ) from the mean (<ω0> = ) . 
2. The working point (Ωg, Ω, ) is given by the parameter of adiabaticity 

(4.4.7) 

The exponent for εn (2.12.23) is now written in the form: |p|/2ng + |q|/2n0 + |l|/2n0. 
In (4.4.7) let us put l = 0:1 so that the term l/2n0 can be neglected. Further p ~ q (4.4.7) 
but probably ng >> n0. The latter is due to the fact that the azimuthal non-uniformity is 
usually also limited along the trap, i.e. it is operative for a time Ω - 1. Hence 
ng Ω/Ωg >> 1. Consequently, only one of the three terms of the exponent remains. Now 
taking into account the relations (4.4.2) and (4.4.3) we arrive at the estimate: 

(4.4.8) 

The numerical coefficient in the exponent was chosen here according to (4.4.2). The 
frequency of the phase oscillations of the triple resonance [p, q, l ≠ 0 (4.4.6)] is given 
by the estimate (α ~ 1): 

(4.4.9) 

Here the factor Ωg/Ω (instead of the exponent) takes into account the fact that the azimuthal 
perturbation, although it is also operative for a short time, is almost repeated through a 
half-period of the longitudinal oscillations. The stochasticity parameter for an asymmetrical 
trap can be written in the form: 

(4.4.10) 
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The numerical value of the parameters is based on the experimental results of Ref. 82, which 
show the strong effect of azimuthal non-uniformity when β2 ~ (ΔΗ/Η)φ 10%. In the Arnold 
diffusion region the dependence Hcr (β) is very weak (see below). 
3. According to (4.4.1) εa v1/Η (sin θ)/Η, and the change of the angle of slope of the 
trajectory to the median plane Δθ τp½, where τp is the time of diffusion due to gas 
scattering. There is still an angular interval (sin θ ≈ 0 ) , where the Arnold diffusion is 
not considerable and everything is determined by gas scattering. This region is at least 
partly responsible, apparently, for the formation of the lower plateau in Fig. 4.4.1. 
Putting Δθ ~ θ we can obtain the shape of this plateau from the condition (sin θ)/Η = 
= (sin θc)/Hc: 

(4.4.11) 

where Hcr is the critical value of the magnetic field above which Arnold diffusion stops 
playing a part (for a given pressure of residual gas); τ0 is the lifetime of the electron 
in the upper plateau and θc is the angle of the loss cone. Law (4.4.11) works only for 
particles in the region θ ≈ 0, the number of which depends on the method of injection. The 
lifetime of the remaining particles is determined by the diffusion up to the nearest resonance 
as in the problem in the previous section. In this case, as we know, two plateaux are also 
formed (Sections 2.12 and 4.3). Let us estimate the step between them. For this let us 
compare the distance in frequency to the nearest resonance ∆n and to the exit from the trap 
ΔΩ ~ Ω. Using (2.12.36) and (4.4.6a) we find: 

(4.4.11a) 

where we put ω0 ~ ω ~ εaΩ; n ~ ε a
- 1. The shape of the curves in Fig. 4.4.1 is determined 

by a complex combination of both processes (4.4.11) and (4.4.11a). 
Additional information about the structure of Arnold diffusion in a magnetic trap from 

the point of view of the hypothesis under consideration can be obtained from the very 
interesting results of Ref. 83 shown in Fig. 4.4.2. 

This is a diagram showing an example of trapped electron distribution (spectrum) in μ  
in units of the maximal μmax. The point μ/μmax = 1 corresponds to the motion in the median 
plane (θ = 0). The point on the extreme right of the spectrum (μ/μmax ≈ 0.4) lies on the 
loss cone. The upper spectrum (a) was plotted immediately after injection (10-3 sec after) 
and represents some kind of fast processes in the trap. The picture of Arnold diffusion 
is comparable to the lower spectrum (b), plotted 3.4 sec after injection. The most 
interesting feature of this spectrum is the minimum, which is identical to one of the main 
resonances nΩ = (n = 7 ) , whose position is marked by an arrow. The presence of a minimum 
in the spectrum testifies to particle losses, probably due to the diffusion along the stochastic 
layer of resonances. Similar losses occur also in the resonances n = 6;8 (Fig. 4.4.2b) 
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Fig. 4.4.2. Electron distribution 
in the trap in 

magnetic moment μ; 
a) 10-3 sec after injection; 
b) 3.4 sec after; μmax is 
the maximum value of μ0. 

A slight disagreement with the calculated position of the resonances can easily be explained 
by experimental errors, since the spectrum in Fig. 4.4.2 was obtained by differentiation of 
the directly measured integral spectrum. 

According to the results in Fig. 4.4.2 one can determine the reduction in the lifetime 
of the electrons as compared to the upper plateau: 

(Δμ is the distance between resonances), which agrees in order of magnitude with the value 
k ≈ 16 from the results in Fig. 4.4.1. However, it is substantially different from estimate 
(4.4.11a), which in this case gives: k ~ 103. The reason for the difference is obvious 
-- in the case in Fig. 4.4.2 the lifetime is determined by the diffusion up to the nearest 
main resonance nΩ = , and not the three-frequency resonance nΩ + lΩg = as assumed in 
(4.4.11a). 

A possible explanation of the peculiarity noted is connected with the structure of the 
transitional region in the θ (μ). As already noted above, for sufficiently high μ → μmax  
Arnold diffusion is absent (εa → 0). Therefore in the transitional region only the strongest 
resonances can manifest themselves. At the same time in this region there are generally 
quite a number of particles, since it corresponds to a large solid angle (small θ). Therefore the measured lifetime of the electrons in the trap depends essentially on the processes 
in this region. Three-frequency resonances operate effectively, apparently, only in the 
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region μ/μmax 0.6 (Fig. 4.4.2), where the lifetime therefore sharply decreases, which 
leads in practice to the absence of particles in this region (Fig. 4.4.2). The formation 
of a stochastic layer near the loss cone coinciding with the separatrix of the particle 
oscillations in the trap might be a competing process here. However, the width of this 
layer according to the estimates of Section 2.6 is negligibly small: Δμs ~ e-1/Ea ~ 1/400 
(4.4.2). 

It remains for us to estimate the rate of Arnold diffusion. For this it is necessary 
once more to obtain an estimate of DA (Section 2.12) taking into account the remarks made 
above. The exponential factor takes the form (2.12.29): 

(4.4.12) 

It is difficult to find the exact value of the numerical factor in the first exponent 
(B ~ 3); it is obtained below from experimental results. Let us find the diffusion coefficient 
in a similar way to that used in Section 4.3: 

(4.4.13) 

The results of Ref. 83 lead to the following values of the parameters for Θ = Θc 50°  
(on the loss cone): εa = 0.18; = 3.5 × 109; τ ≈ 100 sec. The most indefinite quantity 
is the azimuthal non-uniformity. As already noted above, in the majority of experiments no 
special non-uniformity was introduced and according to measurements with an accuracy of 
0.5 the field was uniform. On the other hand, in special experiments increasing the non-uniformity 
up to 10 did not change Hcr within the limits of experimental errors of ±20 2). 
On the basis of these results one can apparently put: (ΔΗ/Η)Ø = β2 ~ 10-2. Fortunately 
the value B, which we want to determine, depends weakly on the non-uniformity: Β (ΔΗ/Η)Ø1/6. 

Before calculating B, let us find the relation between τ and DA. Since DA very 
sharply depends on εa, i.e. on µ, the diffusion time will be considerably less than the 
quantity µ2/DA. As a rough estimate one can assume that τ ~ (Δμ)2DA, where Δμ is determined 
from the condition that the exponent in (4.4.13) Π = B(βεa)-1/· e1/εa is reduced by a 
unity. Putting: Δεa/εa ~ Δμ/μ and 6εa ≈ 1, we obtain: μ/Δμ ~ Π ~ ln (μ2εaβ3/DA) ≈ ln(Eaτβ3). 
Assembling all the relations, we find: Β = 2.0. The difference from the expected value 
Β ~ 3 cannot be considered serious in view of the roughness of the estimates. If one attempts 
to take into account the factor neglected in the exponent: (Cω0/4n02)1/3 ≈ 0.62, putting 
ω0 ~ ; C ~ n0 ~ 1, then B ≈ 1.9. Although this already agrees better with the experimental 
results, one should not attach much importance to this in view of the arbitrary choice of some 
parameters. It can only be asserted, apparently, that our hypothesis does not contradict 
the experimental results. 

The Arnold diffusion coefficient depends very strongly on the parameter of adiabaticity 
(4.4.13). This leads to a rather sharp fall in the lifetime for H ≈ Hcr (Fig. 4.4.1). 
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Even in a semi-logarithmic scale the dependence of ln τ on εa is exponential and may give the 
impression that there is a limit of absolute stability2). 

Estimate (4.4.13) shows how difficult it is in such experiments to escape from the 
influence of azimuthal non-uniformity. Thus, for instance, decreasing the non-uniformity 
100 times, from 10% to 0.1%, leads to reducing Hcr by only 46%. 

Of course, for serious confirmation of the above-mentioned hypothesis on the nature of 
the weak instability of particles in a magnetic trap, additional special experiments are 
necessary. 

In conclusion let us consider what effects the variation of the magnetic field of the 
trap in time may lead to. With continuous growth of the magnetic field the transverse 
energy of the particle increases Η(μ ≈ const.), and the longitudinal energy only as √H, 
since the square of the frequency of the longitudinal oscillations is proportional to the 
effective "potential" energy of the trap μH. As a result the pitch angle of the velocity 
of the particle to the line of force increases, i.e. the particle is dragged deep into the 
"potential" well. The stability of motion naturally increases. 

The most interesting case is the periodic variation of the magnetic field, which can 
take place, for example, on account of the residual pulsations of the rectified current 
feeding the magnet coils. Thus in experiments described in Refs. 82 and 83 the field 
pulsations reached a magnitude of 0.1% in the centre of the trap and about 0.03% in the 
magnetic mirrors. The pulsation frequency was 300 cps. Since under the conditions of 
these experiments the pulsation period is much smaller than the lifetime of the particles 
in the trap, new resonances appear. On account of the spatial non-uniformity of the 
pulsations, frequency modulation can be assumed to occur at all degrees of freedom. As is 
known75), the spectrum of the frequency-modulated oscillations is equidistant, the distance 
between the lines being equal to Ω0 (modulation frequency) and the total width of the 
basic part of the spectrum ~ ∆ -- the total interval of frequency variation. For 
Δ >> Ω0 -- a condition that is generally satisfied — each resonant plane splits into a 
multiplet of Νω ~ Δ/Ω0 parallel planes ~ Ω0/n apart, where n-1 ~ Ω√ω ~ εa (4.4.6). The 
origin of this small factor is easy to imagine from geometrical considerations (see also 
Section 4.3). 

If now Δ/n Δn (.4.46a), the mean density of the resonances sharply increases and 
at the same time also the Arnold diffusion. Putting n ~ 1/εa, we find the tolerance on 
the field modulation: 

(4.4.14) 

The numerical estimate is obtained from the condition 6εa ~ 1, determining the boundary of 
the region in which Arnold diffusion may in practice be important (4.4.13). For ξ ξcr  
the increase of the diffusion can be estimated as follows. First there is an increase in 
the density of resonances: ω0√ω ~ (Δ/Ω0)-1 ~ (ξ/Ω0)-1 (4.4.12). Furthermore, the width 
of each resonance decreases by (Δ/Ω0) times owing to the reduction of the amplitude of 
the perturbation of the resonant harmonic by (Δ/Ω0)1/2 times as a result of the splitting of 
the resonance. The diffusion coefficient consequently becomes: 
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(4.4.15) 

where we used the value Β ≈ 2, obtained above (4.4.13). The main new factor in the exponent 
(Ω0/Δ)1/4 is in the typical case ~ 10. 

If the magnetic field modulation is in resonance with particle oscillation in a trap, 
streamer diffusion may occur. The process is exactly similar to the case in the previous 
section, where in fact we studied the same problem of particle motion in a magnetic trap of 
special configuration. Streamer diffusion will not be thoroughly studied here. Let us only 
note that for this the frequency of the external perturbation (modulation) should be sufficiently 
high, at least of the order of the drift frequency Ωg. 
4.5 Stability of the Solar System 

The problem of the stability of motion of the planets, although not a pressing one from 
a practical viewpoint, has long attracted the attention of astronomers, mathematicians and 
students of mechanics by its beauty and difficulty (see for instance Ref. 129). From the 
very beginning it was clear that very fine effects of the mechanical motion of a conservative 
system are important here. Even the simplest non-trivial case of two planets leads to the 
well-known and still completely unsolved three-body problem. Stability means here the 
absence of any significant and, what is more important, cumulative energy exchange between 
planets. As is known, in another similar system -- an excited multi-electron atom -- this 
energy exchange occurs in the relatively short time of ~ 104 turns and leads to so-called 
auto-ionization145). It is clear that these two systems differ essentially by the perturbation 
strength (ε ~ 10- for planets and ε ~ 1 for the atom, see below). However, the question 
arises as to whether the apparent stability of the Solar System during ~ 1010 turns is 
rigorous stability or only very slowly developing instability. Like other similar questions 
(see for example Section 4.4) this problem was solved to some extent only by the KAM theory20). 
The peculiarity of the problem under consideration, unlike, for instance, the motion of a 
particle in a magnetic trap (Section 4.4) lies in the fact that even in the simplest case of 
two planets with nearly circular coplanar orbits (known as the plane three-body problem) the 
system is many-dimensional in the sense of the KAM theory (Section 2.2), i.e. the four-dimensional 
tori do not divide a six-dimensional surface of constant energy and angular 
momentum in phase space. This means that in spite of the invariant tori, Arnold diffusion 
and slow instability are possible along the everywhere dense system of stochastic layers 
of resonances (Section 2.12). Only in the case of two planets of substantially different 
mass, when one can neglect the reaction of the light planet on the heavy one, under the 
additional condition of the co-planarity of both orbits and the circular orbit of the heavy 
planet (so-called restricted circular three-body problem), does the KAM theory lead to the 
result of the eternal stability of such motion. Below we give some preliminary estimates of 
the rate of Arnold diffusion for planetary and similar systems. 
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Let us once more recall in order to avoid misunderstandings that the actual lifetime 

of a planetary system may be considerably longer depending on the initial conditions and 
the additional "external" diffusion (Section 2.12). To take into account the effect of 
these latter factors would be outside the scope of this paper. In this section we will 
thus give a lower estimate of the lifetime of the solar system. However, taking into 
account the fact that in the process of evolution of the system the planetary orbits could 
vary considerably (see, for example, Ref.141), this estimate will probably not be too far 
from reality. 

The main peculiarity of the system under consideration is so-called Coulomb degeneracy, 
meaning that the unperturbed motion of a planet has only one ("fast") frequency instead of 
three (in non-relativistic approximation). This degeneracy is removed by interaction with 
other planets, and therefore the other two frequencies are always small ("slow"). Having 
used the result of Ref. 144, let us re-write the non-resonant averaged equations for the 
variation of the parameters of the unperturbed orbit, mainly for the variation of its frequencies. 
We shall restrict ourselves to the case of small eccentricities and inclinations 
(e, i << 1), which is the second characteristic feature of the Solar System; this is valid 
even for the majority of asteroids, not to mention the large planets. We have: 

(4.5.1) 

Here Ω', ω' are the longitude of the ascending node and the angular position of the perihelion 
measured from this node, respectively139); m, a0 are the mass of the perturbing planet and 
the semimajor axis of its orbit; ω, a are the frequency and semimajor axis for the perturbed 
planet (a0 >> a); ε is the small parameter of the problem. From the equations written it 
can be seen that one slow frequency is connected with the precession of the eccentricity 
(ω') and angular momentum (') vectors; it has an order Ω ~ εω. The second slow frequency 
depends on the difference ' + 2' and is ~ εωe2 ~ εωi2 (e ~ i). 

For the Solar System the latter frequency can be neglected, in view of its smallness 
(~ 10-5 ω). Therefore streamer diffusion (Section 2.12) is possible only for N0 = 3 planets, 
taking into account one slow frequency Ω, or for N0 = 4 in the fast frequencies. Ordinary 
Arnold diffusion can occur for N0 = 2 (taking into account Ω) and for N0 = 3 in the fast 
frequencies. 

Let us estimate the amplitude of the various resonances. The Hamiltonian of the interaction 
of two planets is m/r, where 
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(4.5.2) 

r, φ are the coordinates of the planet in the plane of its unperturbed orbit with a parameter 
r0 143). After expansion of 1/r in powers of cos (φ2 - φ1) the harmonics of the 

difference frequency n(ω2 - ω1) appear, the higher the nearer the planet orbits. The power 
expansion coefficients for n >> 1 take the form 

(4.5.2a) 

where we used the relation ωi ri3/2. All these harmonics give one and the same resonance: 
ω1 = ω2. In order to obtain the other resonances n1ω1 = n2ω2 (n1 ≠ n2), it is necessary 
to expand r1, r2 in (4.5.2) in powers of eccentricity, or take into account the frequency 
modulation φ(t) for motion in an elliptical orbit. Both effects turn out to be of the same 
order and give a small factor eq, where q = |n1 - n2| is the so-called order of commensurability 
(of the frequencies)139) *) The total number of two-frequency resonances ≈ nq. 

Resonances with slow frequency Ω appear as a result of eccentricity modulation in 
(4.5.2). The amplitude of this modulation ~ i2 (4.5.1) and the harmonic number (p) of the 
frequency Ω does not exceed the order of commensurability: p ≤ q. An additional small 
factor ~ i2P appears. If e, i << 1, the "slow" resonances (including the frequency Ω) 
cannot fill the distance between the "fast" resonances, since this would require too high 
harmonics p. Therefore Arnold diffusion over considerable distances is impossible under 
these conditions. However, such diffusion may begin after a considerable increase of 
e,i as a result of Arnold diffusion along resonances with a small p ~ 1. We shall 
estimate it later. 

According to the above estimates the amplitude of the resonant harmonics for two planets 
turns out to be of the order of: 

(4.5.3) 

*) In this section the letter e always signifies eccentricity, whereas the symbol exp will be used for the exponential. 
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where the parameter n0 can be estimated from the power expansion coefficients of the perturbation 
m/r (4.5.2a): 

(4.5.3a) 

With regard to the harmonic number in (4.5.3), n = m, if the expansion is taken in e2 and 
inversely. 

Let us now consider three planets. Their combined resonances are possible only in 
second approximation in the small parameter ε, since direct gravitational interaction is 
two-particle. In order to estimate the amplitude of the resonances let us note that in the 
case of three planets the quantities r1, r2 in (4.5.2) in first approximation contain small 
perturbations due to the interaction with the third planet. In second approximation this 
leads to three-planet resonances. When the perturbation m/r is expanded two independent 
frequency differences appear (for example ω1 - ω2 and ω2 - ω3). Their harmonics are simply 
multiplied, which leads to a set of resonances with two independent harmonic numbers. This 
gives ~ n2 resonances even for circular orbits. When ellipticity is taken into account 
additional resonances appear as in the previous case. As it is easy to verify, the order 
of commensurability is now: q = |n1 + n2 + n3| (n1ω1 + n2ω2 + n3ω3 = 0); the total 
number of resonances ~ n2 (q + 1). The corresponding small factor in the amplitude of the 
resonance remains as previously eq, like the factor i2P for the pth harmonic of the slow 
frequency. The resulting estimate of the amplitude will contain an extra factor ε and 
exp (-n/n0) owing to the appearance of a second frequency difference. The exponent in 
estimate (4.5.3) takes the form (n1 + n2)/n0 = 2/n0 = n/n0, where n is now the maximum value 
of the harmonic number [compare (2.12.23)]. The final estimate for the three planets gives: 

(4.5.4) 

In a similar way one can obtain an estimate of the amplitude of the resonance for an 
arbitrary number of planets: 

(4.5.5) 

Here it is assumed that the masses of all the planets and the parameters of their orbits are 
of the same order. 

The total number of resonances is now ~ n(N0-1) ×(q + 1) and the mean distance between 
them: 
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(4.5.6) 

Let us first consider the case of N0 ≥ 3 planets, when Arnold diffusion may occur in 
fast resonances. Moreover, we can put q = 0, since e « 1 [(4.5.5) and (4.5.6)]. Let us  
first find the border of stochasticity, for which (2.12.29a) can be used. Putting: α ~ 1; 
m = N0; Ν = N0 - 1; ε(Ν0) ~ εΝ0-1 we obtain: 

(4.5.7) 

The minimum is reached for the smallest N0 = 3: εs ~ n0-3. 
This estimate was obtained taking into account only N0 frequency resonances. They 

are in fact the majority, but they are very weak on account of the reduction of the effective 
interaction parameter (4.5.5). For N0 >> 3, it is therefore reasonable to consider the 
opposite limiting case of pair resonances, the number of which is obviously equal to 
N0 - 1 ≈ N0. Then the stochasticity criterion (2.12.29a) becomes: 

(4.5.8) 
Hence it follows that for a sufficiently large N0 the system necessary becomes stochastic. 
This applies, for example, to star clusters174). If one considers that the masses of the 
stars in a cluster are of the same order, then ε ~ 1/N0, since each star moves in the field 
of all the others. From estimate (4.5.8) it then follows that the border of stochasticity 
corresponds to N0 ~ 3. A double star, of course, is absolutely stable in the absence of 
external perturbations. A multiple star with N0 > 2 may also be stable if the masses of 
its components or the distance between them are substantially different, which further 
reduces the interaction parameter ε (4.5.1). Our Solar System is like this. 

A many-electron excited atom behaves in a similar way, which leads in particular to 
auto-ionization, which was mentioned at the beginning of this section. Also in this case 
the stochasticity may be violated if the interacting electrons are at a considerable 
distance (in different shells). 

Actually the picture is the same for the nucleus, since in estimate (4.5.8) the 
specific nature of Coulomb interaction was not used. Furthermore, the Bohr statistical 
model, assuming stochasticity of motion, can be invalid, particularly when a small number 
of nucleons are excited. This effect has been observed experimentally146). 

Let us return to the Solar System and estimate Arnold diffusion, first in fast 
resonances. Let us divide the resonances into guiding and perturbing (see Section 2.12). 
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For the former, the effective perturbation parameter can be written in the form: 
ε1 ~ εN0-1 [(4.5.5), p = q = 0], and one should have: N0 ≥ 3; for the second, let us 
express the perturbation parameter through the number to independent frequencies Ν = N'0 - 1 
(4.5.6): ε2 ~ εN; the quantities N0, N'0 can be different. In the estimate for the diffusion 
coefficient (2.12.29) let us put exp(mn/4n0N) ~ 1, since we want to estimate the 
maximum diffusion rate in the lower resonances n ~ 1. Moreover, let us assume that the 
factor [2N/n0(N - 1)] (...)1/N ~ 1 (2.12.29). Introducing the diffusion time τ over ΔΙ ~ I, 
we obtain the estimate: 

(4.5.9) 

If one assumes that for the Solar System ε ~ 10-3, the last expression reaches a minimum 
for N0 = Ν = 3, equal to: (τω0) ~ 1016 (years)*). This is considerably greater than the 
time of existence of the Solar System (~ 1010 years). 

In fact the diffusion time will be still considerably greater, since there are only 
two large planets for which ε ~ 10-3, whereas for the above-mentioned estimate four planets 
are required (N = 3). 

In the case of two planets, as already noted above, it is necessary for Arnold diffusion 
to take into account a slow frequency, which is too small to span the gap between the fast 
resonances (see above). Nevertheless the diffusion may occur by resonances of the first 
harmonic in slow frequency: n1 ω1 + n2 ω2 + pΩ = 0; (p = 0.±1). There are thus three 
resonances forming an intersection, exactly the minimum necessary for Arnold diffusion 
(Section 2.12). The eccentricity and inclination of the orbits increase, the orbits come 
together and as a result the interaction between planets considerably increases. If the 
initial distance between the planets was not too great, intersection of the orbits is 
even possible, and this will certainly lead to stochasticity. The latter is connected with 
the fact that arbitratily close encounters are possible, which means that the parameter 
n0 → (4.5.3a) and the density of the resonances increases infinitely (see also Fig. 4.5.1). 

The width of the resonances under consideration and the distance between them is of 
the order [see (4.5.3) and (4.5.1)]: 

(4.5.10) 

*) The frequency ω0 ≈ 0.53 year-1 is taken for Jupiter. 
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In the case when the masses of the two planets are substantially different, the motion of 
the heavy planet can be considered to be given (restricted three-body problem). If, moreover, 
the eccentricity of the heavy planet e0 = 0, in the rotating frame of reference of 
the heavy planet the total energy of the light planet is conserved — the so-called Jacobi 
integral, which can be written approximately in the form147): 

(4.5.11) 

Hence it is seen that if, as proposed above for the resonances chosen, a = const in the 
Arnold diffusion process, e2 + i2 = const also (e,i << 1). This diffusion cannot substantially 
change the orbit if initially e,i << 1. Therefore, it is necessary to take into account the 
eccentricity of the heavy planet, i.e. to expand the perturbation m/r over both eccentricities. 
Since for the heavy planet the eccentricity is usually small, we shall restrict ourselves to 
the first power of it. Then estimate (4.5.3) takes the form: 

(4.5.12) 

where n now relates to the heavy planet. Instead of (4.5.10) we obtain, respectively: 

(4.5.13) 

The diffusion mechanism indicated above is operative for q ≥ 2, since for q = 1 there are 
no lateral resonances with slow frequency, i.e. p = 0. 

In order to estimate the rate of Arnold diffusion it is necessary to use the original 
formula (2.12.22). Since the diffusion rate strongly depends on e, the diffusion time will 
be determined in order of magnitude by the duplication of e from the initial value or the 
quadrupling of the energy of the radial oscillations, which is ΔΙ/Ι ~ e2 of the total energy 
of the planet. Estimating the time necessary for this as τ ~ (ΔΙ)2/DA, we obtain from 
(2.12.22) for case (4.5.13): 

(4.5.14) 

Let us apply this estimate to the Solar System. Let us first consider a set of large 
planets, the characteristics of which according to the data of Ref. 139 are given in 
Table 4.5.1, including a hypothetical Olber's planet (No.5) between Mars and Jupiter, 
disintegrated into asteroids147). The quantity ξ is equal to the ratio of the frequencies 
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Table 4.5.1 

No. Name of Planet m*) a i 
=ωi+1/ωi 

= n1/n2 
-% 

e 
i 

1 Mercury 0.038 0.38 4.16 0.3815 2/5 0.85 0.21 0.12 
2 Venus 0.82 0.72 1.83 0.8152 3/5 1.5 0.007 0.059 
3 Earth 1.00 1.00 1.00 0.5317 1/2 3.2 0.017 
4 Mars 0.11 1.52 0.53 0.4014 2/5 0.14 0.083 0.032 
5 Asteroids**) < 0.1 (2.8) 0.21 0.3848 2/5 0.52 - -
6 Jupiter 310 5.2 0.084 0.4028 2/5 0.28 0.048 0.023 
7 Saturn 84 8.5 0.034 0.3504 1/3 1.7 0.056 0.043 
8 Uranus 14 18 0.012 0.5088 1/2 1.0 0.047 0.013 
9 Neptune 17 30 0.0081 0.6588 2/3 0.88 0.008 0.031 
10 Pluto 0.84 40 0.0040 - - - 0.25 0.3 

*) Mass of the sun M = 3.3 × 105. 
**) Hypothetical Olber's planet, decomposed into asteroids147). 

of neighbouring planets, and ξ0 indicates the "closest" resonance. The choice of this 
resonance is rather arbitrary and is determined by a compromise between the q value and the 
accuracy of the resonance (ξ - ξ0). 

Let us begin with the last pair of the Solar System, Neptune-Pluto. In this case, as 
noted above, it is not the resonance 2/3 (q = 1) that is operative but the resonance 4/6 
(q = 2), which is identical to it. Putting ε ~ 5 × 10-5 we obtain by means of estimate 
(4.5.14): τ ~ 5 × 1010 years, which is comparable with the lifetime of the Solar System. 
It is possible, therefore, in view of the roughness of the estimate, that the anomalously 
large eccentricity and orbit inclination of Pluto is explained just by Arnold diffusion. 
On the other hand, the reverse influence of Pluto over Neptune is considerably weaker on 
account of the small mass of Pluto (τ ~ 4 × 1012 years). A similar anomaly for Mercury 
apparently cannot be explained by Arnold diffusion on account of the small mass of Venus 
(τ ~ 7 × 1011 years)*). Let us note, however, that if the order of commensurability of 
the frequencies of Mercury and Venus were not q = 3 but q = 2, even for e = 0.1 we should 
obtain τ ~ 1010 years, i.e. Arnold diffusion would already be appreciable. It is possible, 
therefore, that this diffusion played some part in the process of formation of the Solar 
System, limiting the distance between the planets from below. This is connected with the 
fact that over small distances there are many resonances of the form (n - 2)/n (q = 2; 
n0 ≈ n2). 

*) This anomaly is possibly explained by the small mass of Mercury itself141). 
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Evidently, one must have a clear understanding of how controversial and unconvincing 

such hypotheses nay be, which, by the way, is necessarily rather typical of astronomy147). 
Nevertheless, when a new phenomenon is discovered, such as Arnold diffusion in the present 
case, it is useful to imagine, although this enters the world of fantasy, all its possible 
manifestations. 

Let us now turn to another resonant pair Jupiter-Saturn, for which: q = 3; ε ~ 10-3; 
n/n0 ≈ (2/9) × (q2/n) = 2/5. In this case we have to use (4.5.10), since the masses of both 
planets are of the same order. This, by the way, does not give a great disparity since the 
values of eccentricity of their orbits are also close. From estimate (4.5.14) we obtain a 
sufficiently long time τ ~ 1012 years on account of the small eccentricity. Again, for q = 1 
it would be τ ~ 3 × 106 years and even for q = 2 it would still be τ ~ 109 years. For the other 
pairs of planets Arnold diffusion is negligibly small on account of the small masses of the 
planets except for the Saturn-Uranus pair. In this case τ ~ 3 × 1Ο10 years, i.e. of the 
same order as for the Neptune-Pluto pair. The difference between these pairs lies in the 
fact that the first of them is considerably further from the resonance. It is also possible 
that the estimate of τ for the latter pair is considerably reduced, since the anomalously 
small eccentricity of Neptune's orbit may have been substantially greater in the past. 

Finally the resonance of Jupiter with the hypothetical Olbers' planet was also possible 
(see table). Let us assume that this planet, having a small mass, had considerable eccentricity, 
say the same as Mercury: e = 1/5 (~ i). Then estimate (4.5.14) gives: τ ~ 108 
years. This result, in our opinion, enables us to overcome the difficulties in explaining 
the mechanism of the rupture of Olbers' planet and the formation in this way of a belt of 
asteroids. As far as can be judged from the literature147) the hypothesis of the rupture 
of the original planet is the most probable for explaining the origin of the asteroids. 
From our point of view, the destruction of Olber's planet could have been the result of its 
close encounter with Jupiter. The rupture (or several ruptures) proper of the planet could 
also have occurred later, for example, under the influence of planet rotation147). With 
regard to the distribution of the asteroids, at present it may be considerably different 
from the original distribution as a result of the evolution of the orbits. 

In this connection let us note that the classical perturbation theory generally used to 
analyse such evolution is not applicable near resonances129) for t ≥ ts, where ts is the time 
of development of instability in the stochastic layer, which can be estimated as (4.5.13): 

(4.5.15) 

The numerical value is taken for resonance 2/5 with Jupiter. Therefore the "unchanged" or 
eigen parameters of the orbits of the asteroids introduced by Hirayama148,147) have sense 
only far away from the main resonances. In particular, Arnold diffusion violates the Laplace-Poisson 
theorem on the absence of secular perturbations in the semimajor axis of the orbit. 
It is interesting to note that the five main families of asteroids with close values of 
"unchanged" elements, discovered by Hirayama, lie just between the main resonances 
(Fig. 4.5.1). 
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Figure 4.5.1 gives a histogram of the distribution of the asteroids in the semi major 

axis (a) of their orbit, or, in other words, the frequency spectrum of the asteroids. The 
interval represented: 1.8 < a < 4.0, covers 1641 asteroids out of 1660, the parameters of 
which are given in Ref. 149. The arrows denote resonances with Jupiter, which are divided 
into seven groups according to the value of the order of comnensurability q = 1-7 *). 

For all resonances with q ≤ 5 in the distribution, there are so-called "gaps", i.e. 
clear decreases in the number of asteroids. Slightly less definite "gaps" are also observed 
for resonances with q = 6, but they are completely absent for q = 7. Resonances 
2/3 and 4/9 appear to be an exception; they correspond to the distribution maximum instead 
of "gaps". However, a more detailed distribution (dotted line) shows that near these 
resonances the number of asteroids decreases also (compare with resonance 2/7). Sometimes 
a "maximum" is mentioned near resonance 3/4 (a = 4.2949) implying a single asteroid Tule 
(a = 4.2829; e ≈ 0.032; i ≈ 0.041)147). However, a single case cannot constitute a 
serious objection to general regularity, and all the more since in the present case the 
quantities e and i are anomalously small [<e> = 0.141; <i> = 0.166 147)]. 

Finally, there is yet another exception -- this time an undoubted one -- the so-called 
Trojan group (15 asteroids)147) situated inside resonance 1/1 (a = 5.2028), the relative 
width of which ~ √ε ≈ 3%. The reason why this resonance is an exception is because it is 
inside the stochastic ring, since the distance between resonances with a given 
q[ω1/ω2 = (n - q)/n] vanishes when ω1/ω2 → 1: ∆n = q/n2. However, these resonances, 
the width of which ~ √εeq [(4.5.13), n0 ≈ (2/9)/(q/n)2, see above] cannot completely destroy 
resonance 1/1, the width of which is substantially greater (~ √ε). Therefore, a stable 
region forms inside resonance 1/1, in which the Trojan group is located. Similar stable 
regions are also possible for the other resonances, since the neighbouring resonances with 
slow frequency producing Arnold diffusion are considerably weaker and cannot destroy a 
two-frequency resonance completely. This effect also apparently explains, at least in part, 
the conservation of a certain number of asteroids in "gaps". 

Let us estimate the Arnold diffusion rate for asteroids, putting for the sake of simplicity 
in (4.5.14): e0n ~ e ~· i ~ 1/5; n ~ n0. Then for q = 2 we obtain: τ ~ 4 × 106 
years. The limitation of the operating resonances can be found if one takes as the maximum 
observable τ ~ 1010 years. We obtain qmax = 4(τ4 ~ 3 × 109 years). Agreement with the 
experimental results in Fig. 4.5.1 may be regarded as satisfactory, taking into account 
the roughness of the estimates. 

Figure 4.5.1 also shows the dependence of the mean eccentricity of the orbits of the 
asteroids on their semi-major axis [according to Putilin147)],which is clearly correlated 
with the resonances in accordance with estimate (4.5.14). The exception is resonance 1/2, 
the distinguishing feature of which is the equality of the rotation frequency of the 
asteroid and that of the radial oscillations of Jupiter in the frame of reference spinning 
with the latter. The oscillations may be so phased that the distance between two planets 
would be maximal. 

*) Sometimes one denotes also a "gap" connected with Mars (resonance 2/1), also shown in Fig. 4.5.1. However, the fall in the distribution function in this place certainly does not go beyond the limits of statistical error. 
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The width of the majority of the "gaps" is ~ 1% (Fig.4.5.1) and weakly depends on the 

order of the resonance. Its lower limit is determined by the width of the resonance and is 
~ 10 -10 (q = 2-5). The upper limit depends on the additional diffusion, for example 
due to the interaction of the asteroids between themselves or with interplanetary matter. 
Besides the diffusion, systematic variation of the orbit also plays a part. In this connection 
let us point out that some of the "gaps" (2/7; 3/8; 4/9; 2/3, see drawing) are 
displaced in relation to the resonance to the side of greater energies (a), which corresponds 
to an increase of the size of the orbit with time. In any event, it can be expected that if 
the distance between the working resonances becomes smaller than the width of the "gap", the 
majority of the asteroids will be destroyed. Apparently just this is observed in the section 
a > 3.2 (Fig. 4.5.1). There are only 16 asteroids with a > 4.0 and with special parameter 
values; the rest, if they existed initially, must have come too close to Jupiter, entered 
the stochastic ring and been captured by Jupiter. It is possible that the explanation of 
the almost complete absence of asteroids near Mars (there are in all three asteroids with 
a < 1.8) is similar. 

As far as we know, the only competing hypothesis is the Brouwer hypothesis151), which 
explains the appearance of the "gaps" simply by phase oscillations in the resonances, on 
the assumption of uniform or, at least, sufficiently smooth distribution of asteroids in 
the integrals of motion. This effect undoubtedly exists, but the above-mentioned independence 
of the width of the "gap" from q is unclear, as well as the limitation of the 
operating resonances by the condition q ≤ 6 (Fig. 4.5.1). In order to clarify this question, 
more accurate estimates of Arnold diffusion in the Solar System are necessary. 
4.6 Non-linear waves; turbulence 

In this section, we shall endeavour to apply to the motion of a continuous medium the 
notion of stochasticity that has been developed. In exactly this case we have a well-known 
and extremely clear picture of stochastic motion -- turbulence, Moreover, turbulent motion 
is a typical example of a system with divided phase space (Section 2.5) (laminar and 
turbulent zones), a fact which seems so surprising for a discrete dynamical system. There 
also exist critical values of the parameters, for example the flux velocity giving the 
border of turbulence (stochasticity). For analytical calculation of this border, the 
criterion of local instability is used164), which in discrete systems is equivalent to 
stochasticity (Section 2.4). There is thus a close analogy between the motion of a discrete 
and a continuous dynamical system. This analogy can be fully understood if it is recalled 
that under ordinary conditions, for instance when the dimensions of the medium are restricted, 
its motion may be decomposed into some discrete modes ("quasi-particles"), 
weakly interacting with each other, at least for some values of the parameters of the 
problem. Moreover, in a series of cases the spectrum of such modes is limited, for 
instance, by dispersion, so that only a finite number of modes effectively interact. In 
this case there is complete analogy with a discrete system. 

The distinctive feature of the methods of investigating stochasticity developed in 
the present paper lies in the use of the properties of non-linear resonance. Therefore, 
at the present time, it is not clear how these methods can be applied (and if they can 
be applied at all) for investigating classical turbulence in hydrodynamics. However, 
there are also the specific oscillatory problems of the motion of a continuous medium. 
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These are non-linear waves interacting with each other. Similar problems have been studied 
from different angles by many authors. It is not possible for us to analyse all these 
papers thoroughly here, so we shall mention only two effects, in our opinion the most 
beautiful. The first, the stability on non-linear modes, discovered by Fermi, Pasta and 
mam165) is similar to Kolmogorov stability for a continuous system. Going further in this 
direction Kruskal and Zabusky discovered specific non-linear formations — solitons --
possessing remarkable stability, or in other words so-called reversible shock waves166). 
The second effect -- collisionless (and, as usual, irreversible) shock waves -- was 
predicted in theory by Sagdeev175). 

Below we shall restrict ourselves to the study of the Fermi-Pasta-Ulam problem165) 
and as a model of the system we will not take a continuous medium but, as in Ref. 165, a 
chain of coupled non-linear oscillators approximately representing it, or for the sake 
brevity, a non-linear chain, the motion of which is described by a set of ordinary differential 
equations: 

(4.6.1) 

l = 1,2,...,N-1; a = 1; L = N. Here a is the unperturbed distance between neighbouring 
masses (m = 1), coupled by a non-linear spring; L is the total length of the chain. 

This model is very convenient in the first place for numerical experiments, since it 
does not call for the integration of partial differential equations. Moreover, such a 
relatively simple model makes it possible to trace the transition from a discrete system 
to a continuous medium. 

Set (4.6.1) is related to the second order wave equation165): 

(4.6.2) 

where z = la is the coordinate along the chain. The last term was introduced by Zabusky187) 
and characterizes the dispersion due to the discreteness of the chain: 

(4.6.3) 

In the absence of dispersion the solution of the non-linear wave equation, after a short 
time becomes singular and then multivalued. 

For a wave of one direction one can also write a first order equation167): 
(4.6.4) 
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where u = δx/δz; δ2 « 2γ2/3β; τ = (3/2) β (t - z) and the index denotes the differentiation 
with respect to the corresponding argument. In this form the equation is valid only when 
β → 0 (see below). 

As follows from Eqs. (4.6.1), (4.6.2) and (4.6.4), we will restrict ourselves here to 
the (simpler) case of cubic non-linearity (in force). Quadratic non-linearity (u2 → u) 
has been studied in detail by Israelev186). 

The statistical properties of a non-linear chain (4.6.1) are explained more or less 
thoroughly in Ref. 168. The main thing here is the border of stochasticity, which provided 
an explanation of the result of Fermi, Pasta and Ulam which was paradoxical in its time --
the absence of equipartition of energy among the modes of a non-linear chain. 

Let us first find the position of the border of stochasticity. As an unperturbed 
system let us take a linear chain (β = 0), the motion of which can be represented in the 
form of a superposition of normal oscillations Q(t)*): 

(4.6.5) 

with frequencies: 

(4.6.6) 

As the small perturbation parameter let us take the quantity: 
(4.6.7) 

where w is the density of the energy of the oscillations per unit of chain length. Let us 
restrict ourselves to the case of k << N, which gives the possibility of transition to a 
continuous medium (N → ). Then the distance between resonances in first approximation is: 

(4.6.8) 

This expression is valid if the number of perturbed modes (N0) is small. In the opposite 
case it is necessary to use estimate (2.12.15), which in the present case [four-phonon 
interaction (4.6.2)3 leads to the expression: 

*) Here we are studying the oscillations of a chain with fixed ends: x0 = xN = 0, i.e. standing waves; for travelling waves, see below. 
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(4.6.9) 

The preceding formula is thus applicable under the following condition: 

(4.6.10) 

The non-linearity coefficient of the chain α ~ ε, since the unperturbed system is 
linear and cubic non-linearity shifts the frequency already in first approximation3). 
This is why the problem is simpler for cubic non-linearity than for quadratic, for which 
frequency shift appears only in second approximation. Finally, the phase oscillation 
frequency is of the order: 

(4.6.11) 

Whence the border of stochasticity is determined by the estimate168): 

(4.6.12) 

where λ is the wave length of the oscillations. It can be seen that when the lower modes 
are excited the stochasticity threshold is raised; this explains the result of Fermi, 
Pasta and Ulam165). 

In fact in estimate (4.6.10) it is necessary to put the maximum value of k reached 
in the process of evolution of the non-linear wave. The evolution amounts, mainly, to 
the disintegration of the initial wave into so-called solitons166). The quantity km is 
determined by the width of the soliton and can easily be estimated from (4.6.4)166): 

(4.6.13) 

This estimate is valid if the initial k0 km; in the opposite case the disintegration 
into solitons does not take place169). For (4.6.13) the border of stochasticity (4.6.12) 
takes the form: 

(4.6.14) 
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In the following approximation in k/N the frequency ωk = πk/N - (π3/24)•(k/N)3, so that 
a denser system of resonances is possible, with a minimum distance of: 

(4.6.15) 

This gives a border of stochasticity of the form: 
(4.6.16) 

The total width of this system of resonances is: Δω ~ (k/N)3, which corresponds to an 
energy exchange: 

(4.6.17) 

Comparing with (4.6.16) we find that in the interval: 

(4.6.18) 

developed stochasticity must occur. 
Finally, stochasticity is also possible owing to the non-linear spread of the 

frequencies ωk, which is of the order of: 

(4.6.19) 

since for sufficiently large N0 each resonance of the unperturbed frequencies, generally 
speaking, has a few corresponding combinations of modes. Non-linear perturbation removes 
this degeneracy and leads to strong destruction of resonances when ΔΕk ~ Ek. 

Let us now consider the case of a travelling wave, which is described by a first order 
equation (4.6.4) in the frame of reference moving with the velocity of an unperturbed 
(linear) wave. The outstanding feature of equation (4.6.4) is its indepedence of the 
perturbation parameter β, which simply changes the time scale. From this it follows 
directly that in this case a stochasticity criterion of the (4.6.12) type is impossible. 
This in its turn means that the behaviour of standing and travelling non-linear waves may 
differ considerably. The other alternative is pointed out below. 
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The sole parameter of Eq. (4.6.4) is the relation: 

(4.6.20) 

which also determines the condition for the disintegration of the wave into solitons 
(R ≥ 1)169). The question as to whether the latter inequality is also a condition of 
instability still remains open, although some numerical experiments166) encourage the 
idea that this is not so. 

It was noted above that the first order equation (4.6.4) is valid only in first 
approximation for β → 0. The following approximations were obtained by H. Krushkal; for 
instance with an accuracy ~ β2 the equation takes the form: 

(4.6.21) 

It is not possible by any scale transformation to get rid of β here, which means that this 
parameter must also enter into the criterion of stochasticity. 

Let us now describe a few numerical experiments with a non-linear chain, which were 
carried out in cooperation with Israelev and Khisamutdinov187). 

As noted above, a set of ordinary differential equations (4.6.1) with boundary 
conditions x0 = xN = 0 was integrated. The initial conditions were given through normal 
coordinates Q(0) [(0) = 0] (4.6.5). Computation errors were checked by conservation of 
the total energy of the chain; their values are given in the captions to the diagrams. 
The time of motion and step of integration (h) are given in natural units (4.6.6). 

The main problem when processing the computation results was the choice of a clear 
and convenient criterion to show that the motion was actually stochastic. The following 
methods were used in different cases. 
1. Visual estimate from the curves of the energy dependence of a few modes on time, and 
also from the spectrum at different moments in time [Ek(t)]. This method gives a sufficiently 
clear result, if only one mode is initially excited, as happened in the majority of cases 
in Ref. 165. An example of such a case for our computations is given in Fig. 4.6.1. The 
lower curve (b) shows clear almost-periodical energy oscillations of the first mode. 
unfortunately, such initial conditions are possible only for the very lowest modes. The 
point is that the mode k << Ν can directly exchange energy only with the modes 3k, 5k, 
7k, etc. In the case of excitation of a single sufficiently high mode its energy remains 
practically unchanged. Figure 4.6.2 gives an example of the excitation of a single mode 
k0 = 15. Small energy oscillations are due to interaction through higher modes. The 
reasons for the intensive energy exchange after t = 5000 will be discussed below. 
2. Autocorrelations (Section 2.3) were computed for the displacement of a definite 
oscillator x. and for the energy of a definite mode of oscillations Ek according to the 
following formula: 
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Fig. 4.6.1 Weak stochasticity: E1(0) ≈ 0.0788; E2(0) ≈ 5.3 ×  × 10-1; β = 8; ε ≈ 0.06; tmax ≈ 15300; h = 1/2; ΔΕ/Ε ≈ 0.15%; a) the increase of E2(t); b) the dependence E1(t). 

Fig. 4.6.2 Excitation of single (15th) mode: E15 ≈ 14.1; β ≈ 0.0314; ε ≈ 0.04; tmax ≈ 9000; h = 1/6; ΔΕ/Ε ≈ 1.5%. 
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(4.6.22) 

Here the bar signifies averaging over t in equal intervals ∆t; Τ is the time shift. 
In all cases for ρ(xj,T) j = 16, which with Ν chosen as 32 corresponds to the middle 
oscillator of the chain. 
3. Correlations between modes were computed according to the formula: 

(4.6.23) 

where the values Ek and El are taken at the same moment of time in ∆t, and the bar, as in 
(4.6.22) represents averaging over t. As a result of the law of conservation of the 
total energy of the system, the correlation coefficient (4.6.23) is different from zero even 
for stochastic motion. It is easy to show that in the latter case it is: 

(4.6.24) 

Thus knowledge of this coefficient makes it possible to determine the effective (mean) 
number of interacting modes ν. 
4. Local instability of the oscillations, which means that almost any of the trajectories 
that are close together at first diverge exponentially fast in the process of motion. In 
order to investigate local instability we used the spatial symmetry property of our system, 
according to which the even modes cannot appear in the process of motion, if they were not 
initially excited165). Therefore there is an exact solution E2k(t) = 0 and it is sufficient 
for us to follow the growth of the even modes, if at the beginning they are given very low 
energy. We discovered this peculiar instability of the even modes by chance. When the 
excitation of a single mode was investigated, it was found, in the process of computation, 
that the energy of the even ("forbidden") modes increases from computer zero (~ 10-19) to 
a considerable quantity and even becomes comparable with the energy of the uneven modes. 
This means that from the very beginning there was asymmetry in xl(t) with respect to the 
middle of the chain. The "culprit" turned out to be the computing of the sine entering into 
the transformation formula (4.6.5). It was discovered that there was an error in computing 
the sine, depending on the number of the mode k, as a result of which weak asymmetry also 
occurred, corresponding to slight excitation of the even modes. Subsequently, when it was 
necessary, special symmetrization of xl(t) was carried out immediately after the transition 
from Qk(t) to xl(t). 
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This very effect was used as the basis of the method of local instability. 
Figure 4.6.2 shows just such a case, when as a result of fast developing instability 

the energy, previously concentrated in one mode (k0 = 15), after some time strongly goes 
over to the neighbouring modes. This method enabled us to discover weak instability also 
for the case when k0 = 1. The parameters are taken from Ref. 165, whose authors considered 
the motion in this case to be quasi-periodical. Indeed Fig. 4.6.1b gives no reason to 
doubt this. Nevertheless Fig. 4.6.1a shows that, although weak, instability does exist, 
and can influence the general behaviour (for example, of the first mode) after a sufficiently 
long time. Figure 4.6.3 again shows the growth of the even modes (k0 = 15,17) and it is 

Fig. 4.6.3 Exponential increase of even modes for initial excitation of uneven modes (k0 = 15; 17): the figures indicate the number of the mode; zero on the graph is the computer zero, corresponding to Εk ~ 1Ο-20; Ε = 20; β = 0.0314; ε = 0.06; tmax = 3000; h = 1/6; ΔΕ/Ε ≈ 3.5%. 

clear that the distant (k = 2, 30) modes "grow" later than the closer ones (k = 14, 18), 
although the rate of growth of all the modes is approximately identical. Let us also 
note that the energy transition to the higher modes (k = 30) occurs faster than that to 
the lower ones (k = 2). This effect was also mentioned in Ref. 168. 

Using this same method and giving the initial perturbation of the even modes (~ 10-14Έ) 
at a certain moment in time, the border of stochasticity was investigated. The excitation 
was in three odd modes and the growth rate of the energy of the adjacent even modes was 
determined. 

The method described is extremely convenient, firstly on account of its clearness, and 
secondly because it does not require long computation times. Moreover, one computation 
promptly gives the distance between two neighbouring trajectories. 
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A summary of the results is given in Fig. 4.6.4 in the form of vertical segments 

giving the experimental interval of the values of the growth rate 1/τ. The groups of 
results I, II, III and IV, were obtained from the growth of even modes with initial excitation 
of three neighbouring uneven modes in different parts of the spectrum. Groups V 

Fig. 4.6.4 Dependence of the rate of development of local instability on the parameter 8. Initial conditions: k0 = 27, 29, 31 (I), E ≈ 30; k0 = 15, 17, 19 (II), Ε ≈ 17; k0 = 1, 3, 5 (III and IV), Ε ≈ 0.95; k0 = 27, 29, 31 with symmetrization (V), Ε ≈ 30; k0 = 28, 29, 30 (VI), 
Ε ≈ 35. 
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and VI were obtained from the divergence of nearby trajectories, and in the first case (V) 
the sane modes were excited as for (I), but with symmetrization, i.e. complete elimination 
of the even nodes; in the second case (VI) both even and uneven nodes were excited 
(k0 = 28, 29 and 30). 

A semi-logarithmic scale is used in Fig. 4.6.4, corresponding to the expected dependence 
(2.11.4)*): 

(4.6.25) 

where βcr lies on the border of stochasticity and Δ is the order of magnitude of the distance 
between resonances. In fact for large β the experimental results lie in straight 
lines within the limits of error. However, for small β there are considerable deviations 
and in order to explain them we put forward the hypothesis that these deviations, always 
to larger 1/τ, are connected with other denser systems of resonances. This leads simultaneously 
both to a decrease of βcr, which is determined by the intersection of the interpolation 
line in Fig. 4.6.4 with the horizontal coordinate axis, and to a lessening of the 
slope of the line. 

Qualitatively this is just what is observed. The effect is especially clearly seen 
when the lower modes are excited, where besides the "main" line (III) a second line (IV) 
can be drawn with equal confidence. 

A quantitative comparison can be made by measuring the slope of the interpolation lines. 
The mean value of this slope for all the groups except (IV) is: <Δ> ≈ 8.2 × 10-2, which 
agrees well with the expected quantity: Δ ≈ π/N ≈ 0.1 (4.6.8). For line IV: Δ ≈ 3 × 10-3. 
This can be compared with the dense system of resonances (4.6.15), predicted by theory: 
Δ1 ~ k2/N3 ~ 10-3. In this case βcr (Δ) should decrease by the same amount. This is in 
fact confirmed in order of magnitude: 

∆(III)∆/(IV) ≈ 25; βcr(III)/βcr(IV) ≈ 3 7 . 
The question arises as to what is the difference in this case between both borders of 

stochasticity from the point of view of the behaviour of the system as a whole. The 
answer is that a denser system of resonances may be insufficiently wide (see above). Therefore 
the overlapping of the resonances of such a system does not lead, generally speaking, 
to complete stochasticity; instead of this a more or less narrow band of stochasticity is 
formed with limited variation of the energy of the interacting modes (4.6.17). 

*) The function τ(β) depends, as we know, on the phase relations between the resonances, and law (4.6.25) is in a sense "atypical" (Section 2.11). The justification for the choice of such a law is finally a comparison with the experiment (see below). Let us only note that in the case under consideration there may actually be special phase relations due to the special initial conditions: Qk (0) = 0 (see above). 
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Apparently this is the effect that explains the behaviour of the system, which at first 

glance appears strange, for the case shown in Fig. 4.6.1. The upper curve in this diagram 
clearly indicates local instability of motion. However, this instability does not develop, 
apparently, to any appreciable level, since it does not appear at all in the lower curve. 
In particular, the successive maxima on this curve differ from each other by a few per cent 
but this difference does not grow exponentially as on the upper curve. 

An even more important question arises as to whether such a stochastic layer can lead 
to a considerable redistribution of energy between modes after a sufficiently long time. 
Although we now have no experimental results on this subject, we know that generally 
speaking this is possible, owing to Arnold diffusion (Section 2.12). However, this instability 
develops extremely slowly and therefore it is reasonable to consider it apart 
from strong instability, due to the overlapping of a wide (and less dense) system of 
resonances. 

The results given in Fig. 4.6.4 satisfactorily agree with the estimates of the position 
of the border of stochasticity [(4.6.12),(4.6.14)]. Thus for case II the experimental value 
εcr ≈ 0.03, and estimate (4.6.12) gives: εs ~ 0.06; for case III: εcr ≈ 0.17; ε's ~ 0.1 
[in this case it is necessary to take into account the formation of solitons (4.6.13)]. 
Our estimates do not extend to the remaining cases because k0 ≈ Ν (see Ref. 168). 

Let us note that the position of the border of stochasticity depends substantially on 
the "details" of the initial state. This effect is demonstrated by lines V and VI in 
Fig. 4.6.4. Thus for line V, βcr is approximately twice as large as for line I, and the 
only difference between them is the complete absence of even modes for case V. An even 
more important difference occurs in the case of excitation of modes of mixed parity (VI), 
where βcr exceeds the value for the comparable case (I) by almost an order. It is difficult 
to say now what this is due to; perhaps, for example, to a reduction of the number of modes 
of identical parity. In any case this again demonstrates the very complex structure of the 
transitional zone. 

It is known that local instability does not necessarily signify strong stochasticity 
(although apparently it necessarily leads to real instability). Therefore it is desirable 
to use other methods to convince oneself that for sufficiently large β, Ε our system 
(4.6.1) actually is stochastic. Three check runs were carried out for the utmost possible 
time under our conditions tmax ~ 104. 

In the first case three uneven modes were excited (k0 = 15, 17, 19), as for case II 
in Fig. 4.6.4, but with symmetrization. The value β ≈ 0.0314 was chosen approximately 
twice as great as βcr. The autocorrelations of the 15th mode and the shift of the central 
oscillator were measured, and also the correlations between modes 15 and 17. The results 
are given in Fig. 4.6.5. It can be seen that the correlations are of an almost periodical 
nature and the number of interacting modes practically does not change: ν = 4 ± 1 (4.6.23). 

This result does not necessarily contradict the results on the position of the border 
of stochasticity in Fig. 4.6.4. The point is that the conditions for the appearance of 
stochasticity are determined in reality by the energy of the interacting modes168) and not 
only the total energy, as assumed for the sake of simplicity above (4.6.12). Therefore, 
firstly, the energy cannot extend to a large number of modes and, secondly, the energy of 
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Fig. 4.6.5 Correlations for case II in Fig. 4.6.4 with symmetrization: Ε ≈ 17; β ≈ 0.0314; ε ≈ 0.05; tmax ≈ 18300; ΔΤ ≈ 100; Δt = 1; h ≈ 1/3; ΔΕ/Ε ≈ 3%; ρ(E15, E17) -- (0.30 ± 0.07). 
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each mode cannot decrease considerably near the border of stochasticity, since the stochasticity 
conditions are also destroyed. This means that only a partial energy exchange between 
modes is possible, which in its turn leads to the residual correlations. 

If, however, one takes β >> βcr we should already obtain "true" stochasticity. The 
second control computation exactly corresponds to β/βcr ≈ 28 (Fig. 4.6.6). Here the energy 

Fig. 4.6.6 Energy spectrum for initial excitation of three modes (k0 = 15, 17, 19) with symmetrization (curve I); curve II corresponds to the mean energies of the modes for the results given in Fig. 4.6.5; curve III for the results given in Fig. 4.6.7. 
in fact spreads between almost all the modes, excepting only the lowest, for which it is 
difficult to satisfy the stochasticity criterion. This result is also confirmed by the 
value ρ(E15, E17) (Fig. 4.6.7). On account of the large experimental error, only the 
lower limit can be estimated for the number of interacting modes: ν > 8. From the results 
in Fig. 4.6.7 it can also be seen that within the limits of statistical error (±0.1) the 
correlations of the 15th mode are absent. With regard to the x correlatious, they are 
connected mainly with the fact that stochasticity does not reach the first mode. It is 
interesting to note that the correlations slowly fade. It is not out of the question that 
this is in some way due to the influence of computation errors (see below) but in that 
case why is there no fading in Fig. 4.6.5? Another possible explanation is that the motion 
of the first mode, responsible for the x correlations, is nevertheless stochastic but for 
a considerably longer time, since this mode lies in the transitional zone. 

To sum up, it can be said that the totality of the experimental results confirm the 
hypothesis put forward in Ref. 168 concerning the presence of a border of stochasticity 
for system (4.6.1) and, moreover, confirm the order of magnitude of estimate (4.6.12) 
for the position of this border. The weakest point is the substantial computation errors, 
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Fig. 4.6.7 Correlations for case II in Fig. 4.6.4 with symmetrization: Ε ≈ 24; β ≈ 0.314; ε ≈ 0.75; tmax ≈ 16050; ΔΤ = 100; Δt = 1; h ≈ 1/6; ΔΕ/Ε ≈ 2%; ρ(Ε15, Ε17) ≈ -(0-0.13). 

which were checked by variation of the total energy of the system (see captions to figures). 
This particularly concerns the above-mentioned check experiments, where ΔΕ/Ε reaches 3%. 
Can these errors by themselves produce stochasticity? We think not. This is confirmed by 
the considerable residual correlations (Fig. 4.6.5) and the absence of energy exchange 
(Fig. 4.6.6) for small β. Another check on the influence of the errors was carried out for 
the experiment with local instability. When the integration step was reduced by a factor 
of two ΔΕ/Ε decreased from 3% to 0.03%, and the curves of the exponential growth of the 
even modes changed slightly, but the value of the parameter of interest to us 1/τ remained 
as before within the limits of experimental error. 
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Nevertheless it seems to us useful to continue numerical experimentation with a nonlinear 

chain, with a higher accuracy, and with a larger number of oscillators. 
Recently Hirooka and Saito carried out similar experiments with a two-dimensional 

lattice with cubic non-linearity, and also obtained a border of stochasticity170). In fact, 
they also used the local instability method, measuring the duration (T) of the "induction 
period" in the development of instability. An example of this phenomenon is given in 
Fig. 4.6.2 and its mechanism is explained in the text. The quantity 1/T is proportional 
to the K-entropy h. It turned out that the dependence h(β) is nearlv linear: h α (β - βcr). 
It can probably be compared to the "typical" estimate (2.11.3): h α β4/3 (β >> βCr). Let us 
note that the computing accuracy in Ref. 170 was very high (ΔΕ/Ε ≈ 0.01%). 

A more thorough analytical investigation of the stochasticity of non-linear waves 
is reported in papers by Zaslavsky, Sagdeev and Filonenko104,105,150). 
4.7 Pseudo-random number generators 

The problem in this final section is essentially different from the other applications 
of the theory developed that are described above. Here we shall try not so much to investigate 
the statistical properties of any practical dynamical system as to construct the simplest 
system simulating a "random" process. The need for such simulation arises in many cases, but 
perhaps most of all when using the so-called Monte Carlo method (statistical test method) 
proposed by Metropolis and Ulam (see Ref.95)*). The idea of this method is to abandon, in 
research into the kinetics of molecular processes, the equations in partial derivatives, 
approximating this kinetics which are very inconvenient to solve in a computer, and to go back 
to dynamical molecular processes. Of course, a complete return to the solution of exact 
dynamical equations for all molecules is absolutely impossible, but one can choose an intermediate, 
coarse dynamical model with a relatively small number of particles, which nevertheless 
reproduces the properties of the original system relatively well. In particular, 
the "random" element itself of the motion of a molecular system is not obtained automatically 
by the dynamical equations and is introduced artificially from outside by means of so-called 
random number generators. These generators can also be of a physical nature, for example 
radioactive decay or electrical noise. In this case the term random number can be used 
without inverted commas, if we believe that "true" randomness exists in nature **). 

From the practical point of view, however, a generator using a certain computing 
algorithm in the computer itself is considerably more convenient. In this case one is 
already obliged to put the word "random" (number) in inverted commas or substitute the 
word pseudo-random. The point is that the axiomatic (empirical) definition of a random 
sequence carries a requirement for so-called "irregularity", i.e. the absence of the 

*) Of the other problems let us mention the computation of many-dimensional integrals95), and stochastic cybernetic machines130). 
**) To avoid misunderstanding it should be recalled that we are speaking only of statistical physics. In particular, quantum randomness may be of a completely different nature and does not have any direct bearing here (see Section 2.13). 
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algorithms for obtaining a sequence. It is evident that this requirement can be only in a negative sense, i.e. it is in a certain sense unob It is in the present case of algorithmic pseudo-random generators it is not satisfied by However, according to all the other criteria the pseudo-rando ferent from "true" random numbers (see Ref. 95 and below). in this paper, this is the result not so much of the fact that so far no effective verifying "randomness" has been found, as the fact that in nature there is 
(Section 2.13). Moreover, if one chooses as an algorithm, for example cribing a stochastic dynamical system, one can assert that such an algorithm will be the best random number generator. The point is that very which properties of random numbers are important in one or another specific problem.  
these conditions it appears wisest to follow nature, i.e. to obtain random numbers of the stochastic dynamical process. From the point of view of the Monte Carlo will be one more step in the same direction of a return to molecular dynamics. 

For such simulation there is apparently no need to use a Hamiltonian system sufficient to take the simplest ergodic transformation with mixing and example (see Section 2.3): 

This is in fact probably the simplest transformation of this type. The formation in integers is written in the form: 

Among others, such a random number generator was devised by as long ago as two years after the appearance of the Monte Carlo method. However, this so far distinguishable from a series of others, it was only involves due to the multiplication operation, which consumes a relatively large computer time. 

Although the transformation for real numbers (4.7.1) has analytically (Section 2.3) the transition to integers in the (4.7.2) the appearance of anomalies, since the theorems of the ergodic theory are set of zero measure. A well-known example of such anomalies is the existence of of pseudo-random sequence. However, finer violations of statistical preperation possible. Therefore it is necessary to verify the generator already been reported in a series of papers95). Below we give test in which the unique facilities of the BESM-6 were used. The in co-operation with Israelev and Antipov188). 

According to Ref. 135 the maximum period (2p-2) of sequence 7.2) is reached for 

k ≡ 3; 5 (mod 8); 
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r0 is uneven), and the pair correlation coefficient of neighbouring pseudo-random numbers is136): 

(4.7.4) 

Since integral multiplication modulo 2P by k and (k - 2P) is equivalent, for k 2P-1 the 
correlations will increase as compared to (4.7.4). According to Ref. 136 an increase of the 
correlations is possible even for k > 2p/2 depending on the specific value of k. 

In order to test the quality of the pseudo-random sequence the following generator 
parameters were chosen (in octal representation of a BESM-6 word): 

<k> : 4013064256500425 : 
<r0> : 4013543Θ604Κ035 : 

(4.7.5) 

Accurate parameter values are unimportant when the conditions in (4.7.3) are satisfied. 
Even a very "round" constant <k>: 4000000000200003 does not impair the statistical 
properties of the generator. Let us note that this is apparently not always so137). 
Therefore it is better to choose "non-round" parameters (4.7.5). 

Three tests were used: uniformity (16384 bins); pair correlations rn+1, rn 
(128 × 128 bins) and 14-fold correlations of neighbouring numbers by one binary digit 
(2 × 2 ... = 214 bins). 

The main results are given in Table 4.7.1. The randomness criterion for all three 
methods was the deviation from uniform distribution in the whole array of 214 = 16384 bins. 
The deviation characteristic is the ratio of the dispersion (D) to the mean value (M) 
of the amount of pseudo-random numbers in one bin. The expected value of the ratio for a 
random sequence is (with a confidence of 95%):. 

D 
M - 1.0 ± 0,022 (4.7.6) 

Table 4.7.1 also gives the values √D/Μ of the statistical accuracy of the test. 
As an additional test of the statistical properties a count was made of the number of 

empty bins of the array of 512 × 1024 for pair correlations. The array is logical and each 
element occupies one binary digit (compare Section 3.2). The results are given in Table 
4.7.2, where m and mtheor are the actual and the expected number of empty bins in the 
array. 
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Table 4.7.1 

Ν 108 104 105 108 107 108 

Uniformity 
√D/M% 405 128 40 13 4.0 1.3 

Uniformity D/M 1.003 1.003 1.003 1.008 1.000 0.877 Uniformity 
15415 8811 27 0 0 0 

Pair correlations 
√D/M% 407 128 40 13 4.0 1.3 

Pair correlations D/M 1.013 1.000 0.888 0.883 0.887 1.001 Pair correlations 
15420 8805 38 0 0 0 

Table 4.7.2 

N 103 104 105 108 107 

Pair correlations 
523288 514376 433175 77852 0 Pair correlations 522700 ± 700 514300 ± 700 433600 ± 650 78000 ± 280 

0 

Table 4.7.3 
N 103 104 105 108 107 I08 

1st digit 
√D/M% 412 127 41 13 4.0 1.3 

1st digit D/M 1.037 0.882 1.008 0.887 0.874 1.002 1st digit 
15431 8848 31 0 0 0 

14th digit 
√D/M% 414 128 41 13 4.0 1.3 

14th digit D/M 1.045 1.006 1.013 0.884 0.888 1.008 14th digit 
15431 8888 33 0 0 0 

Table 4.7.3 gives the results of the test of the statistical properties for the 
14-fold correlations of the first and 14th binary digits. In order to increase the period 
in the latter case perturbation of the constant k was applied (4.7.7). 

Finally, for the pair correlations a secondary distribution of the deviations from 
the mean value was plotted, which is a finer method of checking statistical properties. 
The random quantity here is the deviation of the number of entries into a bin of the 
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two-dimensional array from the mean value, normalized by the square root of dispersion. 
The distribution was plotted in the interval (-4, 4) divided into 128 bins. A graph of the 
distribution obtained and a comparison with the Gaussian curve are given in Fig. 4.7.1. 
The dispersion of the points is due to two reasons: the statistical dispersion of ±5, 
which agrees well with the majority of points in the diagram, and the dispersion due to 
the integral nature of the random quantity. The minimum value of the random quantity 
is approximately 1/5 of the size of a distribution bin, which may cause an oscillation of 
±20. 

To sum up, it can be said that in none of the tests both ours and those of other 
writers, was any deviation of the properties of the sequence (4.7.2) form the random observed. 
With regard to the length of the period, there are several ways of increasing it. 
One was proposed by Sobol13) and uses perturbation of the constant k in (4.7.2) during 
L steps: 

(4.7.7) 

where C = 8 is the minimum constant, for which kl ≡ 3(mod 8) for all l. According to 
Ref. 138 the period is then increased by √L times 

Fig. 4.7.1 

Another method uses more complex generators, for example of the type of the elementary 
model (2.4.16) with a linear function of f(ψ) = ψ - 1/2. In this case in order to start 
repetition of the pseudo-random sequence it is necessary to have exact coincidence of the two 
numbers φ,ψ with one of the previous pairs (φ,ψ). 

Another problem is connected with the choice of the initial value of r0 (4.7.2), 
especially for multiple calls of the generator. Here again it is important to exclude exact 
coincidence of the initial conditions for two calls. Apparently the best method is to give 
r0 from another more complex generator with a practically infinite period, and this latter 
should operate continuously, never returning to its initial conditions. 
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Another approach to solving the problem of the arithmetical simulation of random 
processes was developed by Postnikov24,33). He also rejects the requirement for irregularity 
of the sequence, replacing it with a requirement for completely uniform distribution, i.e. 
the absence of correlations of any multiplicity (see Section 2.3). From our point of view 
this requirement is not sufficient for good simulation of the random process, since it does 
not guarantee the positive K-entropy of the process (Section 2.3), and if the K-entropy is 
equal to zero, the mixing may run very slowly and non-uniformly, which in a practical respect 
is not permissible. 

A specific problem of the study of pseudo-random number generators is the accumulation 
of round-off errors in computation. This problem can be split into two. The first part 
(the over-all error accumulation) is connected with the dynamical computing algorithm, 
mainly with its stability. For example, when computing the trajectory of a stochastic 
system the errors grow exponentially with time. The second part of the problem — local 
(in time) accumulation of errors — is determined by the round-off process. As already 
noted in Section 3.3 this process is equivalent to the work of a pseudo-random number 
generator, the algorithm of which is determined by the computation algorithm. The distinctive 
feature of the error accumulation process lies in the fact that the mean error (drift) 
is generally speaking not equal to zero. Therefore the main problem is to find this drift. 
If it is equal to zero, for example from the symmetry condition of the computation algorithm, 
then we have exactly the pseudo-random number generator. In particular, if the 
computation algorithm contains multiplication by a constant, then the generator is "good", 
as shown above, and the round-off errors accumulate according to a random law. Examples 
of random and non-random accumulation of errors are given in Section 3.3. 

It can be hoped that the detailed study of such "round-off" generators will finally enable 
us to obtain the reliable estimates of computation errors which are so desirable for work 
with a computer. 
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