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Transition to an insulating phase induced by attractive interactions in the disordered
three-dimensional Hubbard model
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We study numerically the interplay of disorder and attractive interactions for spin-1/2 fermions in the
three-dimensional Hubbard model. The results obtained by projector quantum Monte Carlo simulations show
that at moderate disorder, increasing the attractive interaction leads to a transition from delocalized supercon-
ducting states to the insulating phase of localized pairs. This transition takes place well within the metallic
phase of the single-particle Anderson model.
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Two limiting cases of the nontrivial problem of quantum which are restricted to a relatively small number of
transport in three dimensior8D) in the presence of disor- particles®'® In this work we use the projector quantum
der and attractive interactions between particles were workeMonte Carlo(PQMC) method to perform numerical simula-
out by Anderson in the late 1956%.1n the limit of weak tions of the 3D Anderson transition in the presence of attrac-
interactions, the increase of disorder leads to the Andersotive interactions. To the best of our knowledge, this approach
transition from metallic transport to the localized insulating allows us to study this interesting problem for the first time.
phase’ whereas, in the absence of disorder, attractive inter- To investigate the interplay of disorder and attractive in-
actions between spin-1/2 fermions lead to the appearance tdractions, we study numerically the disordered 3D Hubbard
BCS superconductivity which is not affected by the introduc-model withN fermions on a cubic lattice with? sites. The
tion of weak disordef. These limiting cases have been ex- Hamiltonian is defined by
tensively investigated and detailed information is now avail-
able for the one-particle Anderson transitiee, e.g., Refs. H=—t>
3-5 and the weakly disordered BCS superconducsare, o
e.g., Refs. 6—B However, a theoretical treatment of the in- t ) . .
termediate regime, where both disorder and interactions aiénereci; (Ci;) creates(destroys a ?pm-_llz fermion at site
important, is difficult due to the absence of relevant smalli=(ix.iy.i;) with spino, andnj,=c;,c, is the correspond-
parameters. New results on the physical properties of trand0g occupation number operator. The hopping tétretween
port in this regime are therefore of fundamental interest. Furhearest-neighbor lattice sites parametrizes the kinetic energy
thermore, an understanding of this realistic regime would@nd the random site energiesare homogeneously distrib-
contribute to the interpretation of recent experiments on 3p/ted in the interval —W/2W/2], whereW determines the
superconductor materialinO in Ref. 9, a-MosSi and disorder strength. The parametémeasures the strength of
a-Nbs;Ge in Ref. 10, where both disorder and interactions the short-range effective Hubbard attractidh<(0) and pe-
are naturally present. For example, an explanation of the urfiodic boundary conditions are taken in all directions. At
usual resistivity dependence on magnetic field observed i O, the Hamiltonian(1) reduces to the one-body Anderson
Ref. 9 requires a better understanding of the interplay bemodel, which exhibits a metal-insulator transition in three
tween disorder and attractive interactions. In addition, recerdimensions’=>We remind the reader that, contrary to the 3D
breakthroughs in cold-atom experimental techniques havease, all states are localized in 2DUst0 andW+0.3~° For
provided new possibilities for investigations of interactingW=0 the Hamiltonian corresponds to the clean attractive
atoms on 3D optical lattices, leading to the observation of dlubbard model, with a superconducting ground state in 3D.
superfluid to Mott insulator quantum phase transition for ul- We study this model by the PQMC method, which is an
tracold atoms? These extremely clean experiments open un-£fficient method for investigation of the ground-state proper-
precedented possibilities for precise studies of lattice modelies of interacting fermion systems. For attractive Hubbard
with experimentally tunable interactions and provide newinteractions <0), there is no sign problem and the
challenges for theoretical investigations of interacting bosonghethod is exact up to discrete time steps and statistical er-
and fermiongd? rors, which can be well controlled:?° We consideN= 14,

Numerical simulations provide a valuable tool for the 32, 62, and 108 particles on a cubic lattice of dize3, 4, 5,
study of the nontrivial regime where both interactions andand 6, respectively, at an approximately constant filling fac-
disorder play a relevant role. Among various numerical apior v=N/(2L3)~1/4, 2<W/t<10, andU/t=—4. For each
proaches, quantum Monte Carlo methods constitute the mogdisorder realization, we used a discrete Trotter decomposi-
promising possibility for the simulation of systems with a tion with a time stepA 7=0.1 and projected through 60 time
large number of particle$ ™" These methods have several steps. In total we carried out 3000 Monte Carlo sweeps for
advantages compared to exact-diagonalization approacheach simulation, with approximately 1000 sweeps for equili-
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bration. With these PQMC parameters we obtained gooc®-8
convergence of the computed physical quantities. The result.o.s
are averaged oveXg=12 disorder realizations, except for .4
the most time-consuming simulations lat=6, where Ng 0.2
=6. The simulations are carried out in the sector with the
total spin componentS,=0, which always contains the
ground state.

A quantitative measure of the localization properties of
the system can be obtained, even in the presence of intera(0 .
tions. It is based on the probability density distribution for an ™
added pair at the Fermi edge. This distribution is approxi- °-¢
mately equal to the charge density differenfig(i) =p(i,N 0.
+2)—p(i,N), wherep(i) is the ground-state charge density °
at sitei [ 2;6p(i)=2]. The values op(i,N), p(i,N+2) are
obtained from two independent PQMC simulations for the
same disorder realization. For=0, this difference is iden- Y1
tical to the single-particle probability distribution for the
eigenstatejg(i) of the Anderson model at the Fermi level, ;
with 8p(i)/2=|(i)|?. From this distribution, we obtain the

inverse participation ratio(IPR) for an added pair,¢ 06
={=[8p(i)/2]2} %, which determines the number of sites °'
visited by this pair. AtU=0, this quantity reduces to the °'20

usual one-particle IPR at the Fermi level. Rdr-0, since
the interaction is short ranged, still determines the local-
ization properties of pairs in the vicinity of the Fermi level.
A typical example ofsp(i) for an added pair is shown in
Fig. 1 for a single disorder realization. For graphical repre- FIG. 1. Distribution of charge density difference for an added
sentation dp(i) is projected on the x,y) plane, giving pair, 5p,, projected on thex,y) plane for a 6< 66 lattice for the
Spp(ixsiy) == dp(ix,iy,iz). The plots of Fig. Lleft) refer ?ar?s s’ilnglfogis?rder realization, wi_W/tf:j 2 ((l)eft; a;lg ;/\é/(tfﬁ?
to the weakly disordered regimeMt=2). They clearly (119nt), N=108. Top: exact computation f&y=0, &= 70;55 (left;
show delocalization of the added pair, both for free particled!d- Middle: PQMC calculation foU/t=—4, £=48,6.5 (left
(top, U=0) and for the attractive Hubbard modehiddle, rlght)', Bonom'. BdG mean-f!e_ld calculatlon_ fOU/F:_‘l' &
S . =132;25(left; right). All quantities presented in all figures are in
U/t=—4). It should be noted that this disorder strength IS jimensionless unit&see text
much smaller than the critical disorder strength of the 3D
Anderson transition which takes place W<W, (U=0) disorder strengthsW/t=7) interactions slightly favor local-
~16.8.%! Therefore, these results confirm Anderson'sization even within BdG approximation where the IPR drops
theoren according to which the Cooper pairs remain delo-from 55 to 25 wherlJ/t goes from 0 to—4. This happens
calized at weak disorder. Thus, the superconducting phase i'ecause the mean-field treatment of interactions introduces a
not affected by weak disorder, since Cooper pairs can beite-dependent Hartree shift,(i)=|U|p(i)/2.2? At strong
formed by pairing the time-reversed eigenstates of the corredisorder, when the charge densjiyi) is highly inhomoge-
sponding noninteracting disordered problem. neous, this term acts as an additional disorder potefitial.
A qualitatively new situation appears at a stronger disorHowever, the main problem with the BdG approach is that
der strengthW/t=7 [Fig. 1 (right)]. Here, the two added many local minima appear and convergence is lost even at
particles are delocalized bft=0, since we are still inside the moderate disorder strengths and system si2&$t$7.L
metallic single-particle phas#&/<W,U=0). On the con- =6). Furthermore, it is clear that important effects due to
trary, a pronounced peak appears #y(i) at U/t=—4, quantum phase fluctuations are beyond the mean-field ap-
clearly showing the formation of localized pairs. This is proximation and thus localization of pairs cannot be repro-
borne out by the IPR which drops frogh=55 atU=0 to  duced within the BdG approadisee Fig. 1 aiV/t=7).
£=6.5 atU/t=—4. This effect gives an indication that at- A more quantitative description of the localization effect
tractive interactions induce localization in the metallic re-induced by attractive interactions can be seen from the de-
gime of the noninteracting model, leading to the formation ofpendence of IPR¢) on disorder strengthy, shown in Fig.
a new phase of biparticle-localized states. 2, with (&) averaged over realizations of disorder. The data
The results of the Bogoliubov—de Gennd@dG) mean-  clearly show that interactions lead to a significant reduction
field calculatiofi?? are shown in the two bottom plots of Fig. of (£). ForU=0, the dependence ¢£) on W is character-
1. We note that, within the BdG approach, at weak disordeized by two distinct regions: a relatively flat region for large
strengths \W/t=2), interactions smooth out charge fluctua- W where (£¢) slowly approaches the asymptotic value of 1
tions, leading to an increase of the IPR, frgm70 atU  and another region in whict€) grows with decreasingv. At
=0 to £=132 atU/t=—4. On the contrary, at stronger very weak disorde¢¢) remains bounded by the total number
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FIG. 2. Inverse participation rati¢¢) averaged over disorder
realizations, as a function of disorder strenithfor a 6X6X6
lattice, atU =0 (open circlesandU/t=—4 (solid circles. Dotted
lines show linear fits to the data, the dashed line represents
(see text, and error bars indicate statistical errors.

of lattice sites. The linear fit of thé£) data in the second
region crosses thég)=1 line atW.(U=0)~ 16t which is
very close to the exact value @f for the Anderson transition
for noninteracting particle3jV.~ 16.%.%* A similar analysis
carried out for the(£) data in the presence of interactions
gives transition from delocalized to localized pairs/éi(U
= —4t)~09t. This can be considered as a new phase of bi-
particle localized stateBLS phasg FIG. 3. Dependence of the scaled inverse participation ratio
Further evidence for the interaction-induced transition{&)/L? on the linear dimension of the systely,for U=0 (top) and
comes from a finite-size scaling analysis. The relevant diU/t=—4 (bottom), with W/t=3 (triangleg, 5 (diamonds, 7
mensionless quantity for such an analysis is the system cofsquares and 10(circles. Error bars show statistical errors. The
ductanceg(L).3'24 For largeg(L), the macroscopic transport straight line fits show the average dependence @or the extremal
theory in the 3D delocalized phase givggL)ocL oc&/L2 yalues_ ofw s_tudied, de_signating the transition from superconduct-
since&eL 2 for delocalized wave functions. For the localized N9 t0 insulating behavior fou/t=—4.
phase,¢ is determined by the localization lengthand is
independent of the system site with ¢~13. Hence, the the basis of the following physical arguméhfThe attractive
ratio £&/L2 falls off as 1L? in this regime. Therefore the interaction creates pairs of effective mass twice as large
transition pointg(L)~1 can be located from the condition as the single-fermion mass. This halves the effective hop-
§(L)/L2=Const. The results of the finite-size Scaling analy-ping termt*«< 1/m* = 1/2m which induces an increased effec-
sis for the scaled ratig/L* are shown in Fig. 3 for &L tjve disorderw/t*=2W/t and thus enhances localization ef-
<6. The range of disorder values studied€3V=<10t) cor-  fects. Such an argument predicts a decrease in critical
requr)ds to the metallic side_of the single-particle AndersoRjisorder strength by a factor of 2, which is in reasonable
transition. Therefore the scaling analysislat:0 shows an  54reement with our results. However, we note that at values
increase o/L? with system size. A strikingly different situ- of the attractive interactioflJ|>W,t, it would be necessary
ation appears dj = —4t: atW/t=3 and 5 the scaling ratio modify the argument given above. Whi[>W,t, the

ﬁﬁ:‘s ?Jtzl;’llntgthrO\(,jvrsoV\gthitSf{_St'?msssllzje, \évshtgetha:/g_Za?;r?céoof aattractive Hubbard model can be mapped onto a model of
N y arop ' 99 PP hard-core bosons, with effective hoppit=2t%/|U| and

superconductor-to-insulator transition induced by attractive . . . RS .
intgractions with the transition poit/,(U= _4,[){6,[ at with effective disordeW*=2W. In this limit, the effective
] c - -~

H k [k __ 2 H
the thermodynamic limit. This value is in reasonable agreeg's‘order strengtW"/t* =W|U|/t*. However, in the present

ment with the value obtained for a single system size in FigStudy atjU[=4t, 2t<W=10t, we are rather far away from

2. A precise location of the transition point would require athe preceding limit. We note that the appearence of a bound
significant increase of the system sizes and a larger numb®@irs phase has been recently discussed in the framework of
of disorder realizations. However, the results obtained in thélynamical mean-field theory for attractive interactiond\at
present study clearly show the transition to an insulating=0-26

phase at disorder strengths, being less than half the value of In conclusion we show that in disordered systems, attrac-
the critical disorder strength for the single-particle Andersortive interactions that lead to superconductivity at weak dis-
transition. Hence, in the presence of attractive interactiongyrder also lead to the insulating phase of localized pairs at
the insulating phase penetrates inside the metallic noninternoderate disorder strengths, well within the metallic phase
acting phase. This unexpected result can be understood @f noninteracting fermions. Thus, by increasing the attraction
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strength, one can go from superconducting to insulating beexperimentally in InO films. Further increase of magnetic
havior. This is also possible by increasing disorder. Offield breaks pairs and leads to a transition from the insulating
course, experimentally, it is not easy to vary the interactiorphase of localized pairs to a metallic phase of almost nonin-
and disorder strengths. However, indirectly, this can beeracting fermions. Such a scenario leads to a transition from
achieved by introducing a relatively strong magnetic field.superconductor to insulator, followed by an insulator-to-
This magnetic field can increase the effective disordeinetal transition with increasing magnetic field, in qualitative

strengths since it forces an electron to return to theygreement with experimental observatidns.
impurity.2” At the same time, it also effectively decreases

attraction by pair breaking. Thus, the increase of magnetic We thank the IDRIS in Orsay for access to their super-
field may first increase the disorder and drive the systentcomputers. This work was supported in part by EC RTN
from superconductor to insulator with localized pairs as see€ontract No. HPRN-CT-2000-0156.
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